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Book: Optimizing Oracle Performance
Section: Part I: Method

Chapter 1. A Better Way to Optimize

For many people, Oracle performance is a verydiffiproblem. Since 1990, I've worked with thousandl
professionals engaged in performance improvemenfegts for their Oracle systems. Oracle performance
improvement projects appear to progress througidata stages over time. | think the names of tistsges are
stored in a vault somewhere beneath Geneva. ihémber correctly, the stages are:

Unrestrained optimism
Informed pessimism
Panic

Denial

Despair

Utter despair

Misery and famine

For some reason, my colleagues and | are rareitethto participate in a project until the "misenyd famine" stage.
Here is what performance improvement projects dftek like by the time we arrive. Do they sounceliéituations
you've seen befor

Technical experts disagree over root causes

The severity of a performance problem is propogida the number of people who show up at meetings
talk about it. It's a particularly bad sign whereral different companies' "best experts" showrughe same
meeting. In dozens of meetings throughout my cateerseen the "best experts” from various coimgylt
companies, computer and storage subsystem manugies;taoftware vendors, and network providers coe
to dismantle a performance problem. In exactly 1@¥%hese meetings I've attended, these groups have
argued incessantly over the identity of a perforoegoroblem’s root cause. Reeeks How can dedicated,
smart, well-trained, and well-intentioned professils all look at the same system and render differe
opinions—often evenontradictoryopinions—on what's causing a performance problepirafently, Oracle
system performance is a very difficult problem.

Experts claim excellent progress, while users seinprovemer

Many of my students grin with memories when | s¢tiries of consultants who announce proudly thag th
have increased some statistic markedly—maybe ti@gased some hit ratio or reduced some extent coun
some such—only to be confronted with the indigtfiigt the users can't tell that anything is anyebett all.
The usual result of such an experience is a lopgrtdrom the consultant explaining as politelypassible
that, although the users aren't clever enoughltdtie system is eminently better off as a restithe attache
invoice.

The story is funny unless, of course, you're eitherowner of a company who's paying for all thasted
time, or the consultant who won't get paid becdugsdidn't actually accomplish anything meaningfthybe
this story seems funny because most of us at someeor another havieeenthat consultant. How is it
possible to so obviously improve such importanteysmetrics as hit ratios, average latencies, aaitl w
times, yet have users who can't even perceivedheflzial results of our effort? Apparently, Oraslestem
performance is a very difficult problem.

Hardware upgrades either don't help, or they sloe system furth:
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Since first picking up Neil Guntherhe Practical Performance Analyist 1998 [Gunther (1998)], | have
presented to various audiences the possibilitynefmarticularly counterintuitive phenomenon. "Daiyo
realize that a hardware upgrade can actulyradethe performance of an important application?" Ever
audience to which I've ever presented this questimhthe facts pertaining to it have had virtuantical
reactions. Most of the audience smiles in disbe&lieife | describe how this can happen, and on&vor t
audience members come to the podium afterwarda@eein finally figuring out what had happened seal
months after their horrible "upgrade gone wrong."

Hardware upgrades may not often cause noticeablgpaeformance problems, but they can. Very often,
hardware upgrades result in no noticeable diffexearcept of course for the quite noticeable amotinash
that flows out the door in return for no percemibknefit. That a hardware upgrade can result in no
improvement is somewhat disturbing. The idea tHaralware upgrade can actually result in a perfacea
degradation on its face, is utterly incomprehensible. Howt {gossible that a hardware upgrade might not
only not improve performance, but that it mightuatly harmit? Apparently, Oracle system performance is a
very difficult problem.

The number one system resource consumsasge

Almost without exception, my colleagues and | fthdt 50% or more of every system's workload/éste

We define "waste" very carefully as any system Waa# that could have been avoided with no loss of
function to the business. How can completely unssaey workload be the number one resource consoimer
so many professionally managed systems? Apparédthcle system performance is a very difficult peotn.

These are smart people. How could their projectsobmessed up? Apparently, Oracle system optiroizédivery
difficult. How else can you explain why so many jpais at so many companies that don't talk to etiodr end up
horrible predicaments that are so similar?
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1.1 "You're Doing It Wrong"

One of my hobbies involves building rather lardisings out of wood. This hobby involves the uséeévy
machines that, given the choice, would prefer tovgafingers instead of a piece of five-quartersekiman Black
Walnut. One of the most fun things about the hdisibyne is to read about a new technique that imgg@accuracy
and saves time, while dramatically reducing my peasrisk of accidental death and dismembermentnieg getting
the "D'oh, I'm doing it wrong!" sensation is a @aeable thing, because it means that I'm on thek i learning
something that will make my life noticeably bett€he net effect of such events on my emotional-lveihg is
overwhelmingly positive. Although I'm of courseittlé disappointed every time | acquire more pribatt I'm not
omniscient, I'm overjoyed at the notion that sobibé better.

It is in the spirit of this story that | submit fgour consideration the following hypothesis:

If you find that Oracle performance tuning is rgaifficult, then chances are excellent that you're
doing it wrong.

Now, here's the scary p:
You're doing it wrong because you've bésughtto do it that way.

This is my gauntlet. | believe that most of the @eauning methods either implied or taught sir@e1980s are
fundamentally flawed. My motivation for writing thbook is to share with you the research that bagieced me
that there's a vastly better way.

Let's begin with a synopsis of the "method" that'y@ probably using today. A method is supposeditta
deterministic sequence of steps. One of the fiiggs you might notice in the literature availatday is the striking
absencef actual method. Most authors focus far morensitie on tips and techniques than on methods. &baltris
a massive battery of "things you might want to dith virtually no structure present to tell yatnetheror whenit's
appropriate to do each. If you browg®ogle.cormhits on the string "Oracle performance method|f'ysee what |
mean.

Most of the Oracle performance improvement methpydscribed today can be summarized as the seqoéstaps
described in Method C (theonventionatrial-and-error approach). If you have a diffictifhe with Oracle
performance optimization, the reason may dawn anasyou review Method C. One of the few things this
method actually optimizes is the flow of revenug@ésformance specialists who take a long time teeso
performance problems.

Method C: The Trial-and-Error Method That Dominates the Oracle
Performance Tuning Culture Today

1. Hypothesize that some performance metiias an unacceptable value.

2. Try things with the intent of improving Undo any attempt that makes performance notigeapl
worse.

3. If users donot perceive a satisfactory response time improventieai go to step 1.

4. If the performance improvemeistsatisfactory, then go to step 1 anyway, becausaytbe
possible to produce other performance improvemeégtau just keep searching.
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This trial-and-error approach is, of course, netahly performance improvement method in town. YA®P Metho
first described by Anjo Kolk and Shari Yamaguchttie 1990s [Kolk et al. (1999)] was probably thstfto rise
above the inauspicious domain of tips and techmiqoeesult in a truly usable deterministic seqeenfcsteps. YAP

truly revolutionized the process of performancebfgm diagnosis, and it serves as one of the prhaigpirations
for this text.
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1.2 Requirements of a Good Method

What distinguishes a good method from a bad one@rle startetiotsos.conin 1999, | began spending a lot of
time identifying the inefficiencies of existing @ta performance improvement methods. It was a kemaise. After
much study, my colleagues and | were able to coaisér list of objectively measurable criteria tivatuld assist in
distinguishinggoodfrom badin a method. We hoped that such a list would sasva yardstick that would allow us
measure the effectiveness of any method refinenvemtsould create. Here is the list of attributest thbelieve
distinguish good methods from bad ones:

Impac

If it is possible to improve performance, a methmast deliver that improvement. It is unacceptableaf
performance remedy to require significant investnigout but produce imperceptible or negative eadru
impact.

Efficiency

A method must always deliver performance improvemesults with the least possible economic sa&ific
performance improvement method is optimalif another method could have achieved a suitadalt less
expensively in equal or less time.

Measurability

A method must produce performance improvement te#uht can be measured in units that make sertke
businessPerformance improvement measurements are inatéeifjtlaey can be expressed only in technical
units that do not correspond directly to improvetriercash flow, net profit, and return on investmen

Predictive capacit

A method must enable the analyst to predict theaohpf a proposed remedy action. The unit of meafarr
the prediction must be the same as that which disebss will use to measure performance improvement

Reliability

A method must identify the correct root cause efphoblem, no matter what that root cause may be.
Determinisr

A method must guide the analyst through an unantbigsequence of steps that always rely upon

documented axioms, not experience or intuitiors ithacceptable for two analysts using the samboddb
draw different conclusions about the root causa pérformance problem.

Finitenes
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A method must have a well-defined terminating ctiadj such as a proof of optimality.

Practicality

A method must be usable in any reasonable operatindition. For example, it is unacceptable for a
performance improvement method to rely upon tdwds €xist in some operating environments but ries st

Method C suffers brutally on every single dimensidihis eight-point definition of "goodness." | wbbelabor the
point here, but | do encourage you to considehtmgw, how your existing performance improvemestimds scol
on each of the attributes listed here. You migid the analysis quite motivating. When you've fieid readindPart |
of this book, | hope you will revisit this list amsgée whether you think your scores have improvedrasult of what

you have rea
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1.3 Three Important Advances
In the Preface, | began with the statement:
Optimizing Oracle response time is, for the most,@asolved problem.

This statement stands in stark contrast to thengjopicture | painted at the beginning of this cleaptthat, "For
many people, Oracle system performance is a véfigudt problem." The contrast, of course, has gidal
explanation. It is this:

Several technological advances have added imgéictercy, measurability, predictive capacity,
reliability, determinism, finiteness, and practitato the science of Oracle performance optimaati

In particular, | believe that three important adsesare primarily responsible for the improvemaveshave today.
Curiously, while these advances are new to mogepsmnals who work with Oracle products, noneheke
advances is really "new." Each is used extensivglgptimization analysts in non-Oracle fields; sdma@e been in
use for over a century.

1.3.1 User Action Focus
The first important advance in Oracle optimizatiechnology follows from a simple mathematical okaéon:
You can't extrapolate detail from an aggregate.

Here's a puzzle to demonstrate my point. Imagiatlttold you that a collection of 1,000 rocks @ns 999 grey
rocks and one special rock that's been paintedhtorégl. The collection weighs 1,000 pounds. Noveyast the
following question: "How much does the red rockgbeél" If your answer is, "l know that the red roc&ighs one
pound,"” then, whether you realize it or not, youbld a lie. You don't know that the red rock weigine pound.
With the information you've been given, yoan'tknow. If your answer is, "dssumehat the red rock weighs one
pound,” then you're too generous in what you'réingilto assume. Such an assumption puts you abfifkming
conclusions that are incorrect—perhaps even stuhyningprrect.

The correct answer is that the red rock can weighally any amount between zero and 1,000 poufnhs.only
thing limiting the low end of the weight is the défion of how many atoms must be present in ofdea thing to be
called arock. Once we define how small a rock can be, thenew@éfined the high end of our answer. It is 1,000
pounds minus the weight of 999 of the smallestiptssocks. The red rock can weigh virtually anythbetween
zero and a thousand pounds. Answering with any pi@eision isvrongunless you happen to be very lucky. But
being very lucky at games like this is a skill tbat be neither learned nor taught, nor repeattdagceptable
reliability.

This is one reason why Oracle analysts find itrastfating to diagnose performance problems armédwith
system-wide statistics such as those producestdgpacKor any of its cousins derived from the old SQligss
calledbstatandestaj. Two analysts looking at exactly the sa8tatspacloutput can "see” two completely different
things, neither of which is completely provablecompletely disprovable by tH&tatspacloutput. It's noStatspacls
fault. It's a problem that is inherent in any perfance analysis that usggsterawide data as its starting point
(V$SYSSTAT, V$SYSTEM_EVENT, and so on). You can in fact instri8tatspacko collect sufficiently granular data for
you, but ncStatspacldocumentation of which I'm aware makes any effotell you why you might ever want to.

A fine illustration is the case of an Oracle systghose red rock was a payroll processing probleme. dfficers of
the company described a performance problem widcl@Payroll that was hurting their business. Tamllase
administrators of the company described a perfoom@moblem with latchesache buffers chainstches, to be
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specific. Both arguments were compelling. The bessriruly was suffering from a problem with paytmsing too
slow. You could see it, because checks weren'tmgmiit of the system fast enough. The "systemy tuas
suffering from latch contention problems. You cosé it, because queriesvsBYSTEM_EVENT clearly showed that
the system was spending a lot of time waiting lfier ¢vent calleéich free.

The company's database and system administratiffrhaid invested three frustrating months tryingitahe "latch
free problem,” but the company had found no rébethe payroll performance problem. The reason suaple:
payroll wasn't spending time waiting for latcheswHdid we find out? We acquired operational timiega for one
execution of the slow payroll program. What we fouvas amazing. Yes, lots of other application paotg in fact
spent time waiting to acquire cache buffers chitehes. But of the slow payroll program's tot&86.40-second
execution time, only 23.69 seconds were consuméiihgyan latches. That's 1.2% of the program's| t@sponse
time. Had the company completadyadicatedwaits forlatch free from the face of their system, they would have enad
only a 1.2% performance improvement in the resptinse of their payroll program.

How could system-wide statistics have been so aultgy? Yes, lots of non-payroll workload was proamnithy

afflicted bylatch free problems. But it was a grave error to assumethigapayroll program's problem was the same as
the system-wide average problem. The error in agguencause-effect relationship betweseth free waiting and

payroll performance cost the company three monthgsted time and frustration and thousands ofdelin labor

and equipment upgrade costs. By contrast, diaggdkireal payroll performance problem consumeyg ahbut ten
minutes of diagnosis time once the company sawadh@ct diagnostic data.

My colleagues and | encounter this type of probiepeatedly. The solution is for you (the perforneanalyst) to
focus entirely upon theser actionghat need optimizing. The business can tell yoatvithe most important user
actions are. The system cannot. Once you haveifideind user action that requires optimizationntlyeur first job it
to collect operational daexactlyfor that user action—no more, and no less.

1.3.2 Response Time Focus

For a couple of decades now, Oracle performancgstadave labored under the assumption that thezally no
objective way to measure Oracle response time [&udt Brinson (2000), 27]. In the perceived absefabjective
ways to measure response time, analysts havedsiidtlehe next-best thingevent countsAnd of course from event
counts come ratios. And from ratios come all soft@rguments about which "tuning” actions are intgat, and
which ones are not.

However, users don't care about event counts diod @nd arguments; they care ab@siponse timehe duration
that begins when they request something and enda tey get their answer. No matter how much coxitglgou
build atop any timing-free event-count data, yoelfandamentally doomed by the following inescapahlth, the
subject of the second important advance:

You can't tell how long something took by countirayv many times it happened.

Users care only about response times. If you'resarégy only event counts, then you're not measusingt the usel
care about. If you liked the red rock quiz, heagisther one for you: What's causing the performgncklem in the
program that produced the dateExample 1-2

Example 1-1. Components of response time listed descending order of call volume

Response Time Component # Calls
CPU service 18,750
SQL*Net message to client 6,094
SQL*Net message from client 6,094
db file sequential read 1,740

log file sync 681

SQL*Net more data to client 108
SQL*Net more data from client 71
db file scattered read 34

direct path read 5

free buffer waits 4

log buffer space 2
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direct path write 2
log file switch completion 1
latch free 1

Example 1-Zhows the same data from the same program exegcthie time augmented with timing data (reported
in seconds) and sorted by descending responsertipeet. Does it change your answer?

Example 1-2. Components of response time listed descending order of contribution to response time

Response Time Component Duration # Calls  Dur/Call
SQL*Net message from client 166.6s 91.7% 6,094 0.027338s
CPU service 9.7s 5.3% 18,750 0.000515s
unaccounted-for 2.2s 1.2%

db file sequential read 1.6s 0.9% 1,740 0.000914s
log file sync 1.1s 0.6% 681 0.001645s
SQL*Net more data from client 0.3s 0.1% 71 0.003521s
SQL*Net more data to client 0.1s 0.1% 108 0.001019s
free buffer waits 0.1s 0.0% 4 0.022500s
SQL*Net message to client 0.0s 0.0% 6,094 0.000007s
db file scattered read 0.0s 0.0% 34 0.001176s

log file switch completion 0.0s 0.0% 1 0.030000s

log buffer space 0.0s 0.0% 2 0.005000s

latch free 0.0s 0.0% 1 0.010000s

direct path read 0.0s 0.0% 5 0.000000s

direct path write 0.0s 0.0% 2 0.000000s

Total 181.8s 100.0%

Of course it changes your answer, because respiomsés dominatingly important, and event counts ar
inconsequential by comparison. The problem withgtegram that generated this data is what's gaingith
SQL*Net message from client, Not what's going on witbpPu service.

o If you are an experienced Oracle performance ahalgs may have heard thapL*Net
message from client is anidle eventhat can be ignored. You musitignore the so-called
«w> #4. idle events if you collect your diagnostic datdtie manner | describe Dhapter 3

If the year were 1991, we'd be in big trouble rigbtv, because in 1991 the data that I've showhignsecond table
wasn't available from the Oracle kernel. But if weuupgraded by now to at least Oracle7, then yot cieed to
settle for event counts as the "néxist thing"” to response time data. The basic assumihat you can't tell how lot
the Oracle kernel takes to do things is simply inect, and it has been since Oracle release 7.0.12.

1.3.3 Amdahl's Law

The final "great advance" in Oracle performancénojgation that I'll mention is an observation pshid in 1967 by
Gene Amdabhl, which has become knowrhasdahl's LawjAmdahl (1967)]:

The performance enhancement possible with a gimgndvement is limited by the fraction of the
execution time that the improved feature is used.

In other words, performance improvement is propodi to how much a program uses the thing you inguto
Amdahl's Law is why you should view response timsponents idlescendingesponse time order. Example 1-2

it's why you don't work on thepru service "problem” before figuring out th&QL*Net message from client problem. If

you were to reduce total CPU consumption by 50%i,d/onprove response time by only about 2%. Byobii could
reduce the response time attributablega*Net message from client by the same 50%, you'll reduce total response time
by 46%. InExample 1-2each percentage point of reductiors@L*Net message from client duration produces nearly
twenty times the impact of a percentage poirtrj service reduction.
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Amdahl's Law is a formalization of optimization coman sense. It tells you how to get the biggest §ldanthe
buck" from your performance improvement efforts.

1.3.4 All Together Now

Combining the three advances in Oracle optimizaahnology into one statement results in the ¥alhgy simple
performance method:

Work first to reduce the biggest response time camept of a business' most important user action.

It sounds easy, right? Yet | can be almost cettahthis isnothow you optimize your Oracle system back home. It'
not what your consultants do or what your toolsTds way of "tuning" is nothing like what your bBaoor virtually
any of the other papers presented at Oracle sesramal conferences since 1980 tell you to do. Sd isltae missini
link?

The missing link is that unless you know how taraet and interpret response time measurementsyfoamOracle
system, you can't implement this simple optimizatioethod. Explaining how to extract and interpesfponse time
measurements from your Oracle system is a mairt pbihis book.

o I hope that by the time you read this book, mymakathat "this isiot how you do it
ey today" don't make sense anymore. As | write thapbdr, many factors are converging to
[0 I make the type of optimization I'm describing irstbbok much more common among

2 Oracle practitioners. If the book you're holding Ipayed an influencing role in that
evolution, then so much the better.
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1.4 Tools for Analyzing Response Time
The definition ofresponse timset forth by the International Organization foar8tardization is plain but useful:

Response timis the elapsed time between the end of an inquidemand on a computer system and
the beginning of a response; for example, the kenfthe time between an indication of the endrof a
inquiry and the display of the first characterlué response at a user terminal (source:
http://searchnetworking.techtarget.com/sDefinitdysid7_gci212896,00.htinl

Response time is abjectivemeasure of the interaction between a consumeaagmdvider. Consumers of computer
service want the right answer with the best respainse for the lowest cost. Your goal as an Oraeldormance
analyst is to minimize response time within thefows of the system owner's economic constrairtie. Ways to do
that become more evident when you consider the oosgs of response time.

1.4.1 Sequence Diagram

A sequence diagrams a convenient way to depict the response tinmepoments of a user action. A sequence
diagram shows the flow of control as a user aatimmsumes time in different layers of a technolaggls. The
technology stacks a model that considers system components suttteabusiness users, the network, the application
software, the database kernel, and the hardwaeiratified architecture. The component at eagérlan the stack
demands service from the layer beneath it and mgpérvice to the layer abovektgure 1-1shows a sequence
diagram for a multi-tier Oracle system.

Figure 1-1. A sequence diagram for a multi-tier Orale system
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Figure 1-1denotes the following sequence of actions, allgwis to literallyseehow each layer in the technology
stack contributes to the consumption of respomse:ti

1. After considering what she wants from the systemsex initiates a request for data from a browger b
pressing the OK button. Almost instantaneously rétgiest arrives at the browser. The user's peocept
response time begins with the click of the OK buitto
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After devoting a short bit of time to rendering figels on the screen to make the OK button loké i has
been depressed, the browser sends an HTTP padketwide-area network (WAN). The request spends
some time on the WAN before arriving at the appitaserver.

After executing some application code on the midigle the application server issues a databaseiaal
SQL*Net across the locarea network (LAN). The request spends some timda®hAN (less than a reque
across a WAN) before arriving at the database serve

After consuming some CPU time on the database sehgeOracle kernel process issues an operatstgrsy
function call to perform a read from disk.

After consuming some time in the disk subsystemréad call returns control of the request badkdo
database CPU.

After consuming more CPU time on the database seihve Oracle kernel process issues another repsé

After consuming some more time in the disk subsystie read call returns control of the requestratathe
database CPU.

After a final bit of CPU consumption on the databasrver, the Oracle kernel process passes thiesresthe
application server's database call. The returssigad via SQL*Net across the LAN.

After the application server process converts #seilts of the database call into the appropriat®HTit
passes the results to the browser across the WANTITP.

After rendering the result on the user's displayiae the browser returns control of the requeskita the
user. The user's perceptionresponse timends when she sees the information she requested.

) A good sequence diagram reveals only the amouthttafil that is appropriate for the

analysis at hand. For example, to simplify the enhbfFigure 1-1 | have made no effort

w! #.  toshow the tiny latencies that occur within theBser, Apps Server, and DB CPU tiers

as their operating systems' schedulers transitiooggses amongnningandready to
run states. In some performance improvement projaotderstanding this level of detail
will be vital. | describe the performance impacsath state transitions @hapter 7

In my opinion, the ideal Oracle performance optiatiian tool does not exist yet. The graphical usterface of the
ideal performance optimization tool would be a ssme diagram that could show how every microsecdnd
response time had been consumed for any specsidagtion. Such an application would have so nifciimation
to manage that it would have to make clever usainfmary and drill-down features to show you exastiat you
wanted when you wanted it.

Such an application will probably be built soon.y&s shall see throughout this book, much of tliermation that
is needed to build such an application is alreadyiable from the Oracle kernel. The biggest proideéoday are:

e Most of the non-database tiers in a multi-tier egstiren't instrumented to provide the type of raspdime

data that the Oracle kernel provid€hapter Metails the response time data that I'm talkinguab

e Depending upon your application architecture, it ba very difficult to collect properly scoped perhance

diagnostic data for a specific user actiGhapter 3xplains what constitutes proper scoping for diesgjio
data, andChapter éexplains how to work around the data collectidfialilties presented by various
application architectures.

However, much of what we need already exists. Begwith Oracle release 7.0.12, and improving ewece, the
Oracle kernel is well instrumented for responsestimeasurement. This book will help you understaattty how tc
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take advantage of those measurements to optimizeagproach to the performance improvement of @ragstems.

1.4.2 Resource Profile

A complete sequence diagram for anything but a semple user action would show so much data thabitld be
difficult to use all of it. Therefore, you need ayto summarize the details of response time iseduliway. In
Example 1-21 showed a sample of such a summary, callegsaurce profile A resource profile is simply a table
that reveals a useful decomposition of response.firgpically, a resource profile reveals at lebstfbllowing
attributes:

e Response time category
e Total duration consumed by actions in that category

e Number of calls to actions in that category

A resource profile is most useful when it listsdtgegories in descending order of elapsed timswaption per
category. The resource profile is an especiallydgdormat for performance analysts because it fesysur
attention on exactly the problem you should soikst.fThe resource profile is the most importa o my
performance diagnostic repertory.

The idea of the resource profile is nothing neviyalty. The idea for using the resource profiloas company's
focus was inspired by an article on profilers psitdid in the 1980s [Bentley (1988) 3-13], whichlitaas based on
work that Donald Knuth published in the early 19suth (1971)]. The idea of decomposing respoirse into
components is so sensible that you probably dfiehavithout realizing it. Consider how you optiraigour driving
route to your favorite destination. Think of a "pgplace” where you go when you want to feel befer me it's m
local Woodcraft Supply storéifp://www.woodcraft.corjj which sells all sorts of tools that can cut Bngjor crush
rib cages, and all sorts of books and magazinésgphain how not to.

If you live in a busy city and schedule the acyi\during rush-hour traffic, the resource profile soich a trip might
resemble the following (expressed in minutes):

Response Time Component Duration # Calls  Dur/Call
rush-hour expressway driving 90m 90% 2 45m
neighborhood driving 10m 10% 2 5m

Total 100m 100%

If the store were, say, only fifteen miles away yoight find the prospect of sitting for an houdanhalf in rush-
hour traffic to be disappointing. Whether or notijzelieve that your brain works in the format aaource profile,
you probably would consider the same optimizattaat t'm thinking of right now: perhaps you couldtgahe store
during an off-peak driving period.

Response Time Component Duration # Calls  Dur/Call
off-peak expressway driving 30m  75% 2 15m
neighborhood driving 10m 25% 2 5m

Total 40m 100%

The driving example is simple enough, and the stake low enough, that a formal analysis is alrdefinitely
unnecessary. However, for more complex performanablems, the resource profile provides a converiamat
for proving a point, especially when decisions alwether or not to invest lots of time and moneyiavolved.

Resource profiles add unequivocal relevance tol®marformance improvement projedixample 1-3hows a
resource profile for the Oracle Payroll programcdié®d earlier irSection 1.3.1Before the database administrators
saw this resource profile, they had worked foréhmonths fighting a perceived problem with latchteation. In
desperation, they had spent several thousand slaltaa CPU upgrade, which had actually degradece8ponse
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time of the payroll action whose performance theyentrying to improve. Within ten minutes of creatithis
resource profile, the database administrator kneetey how to cut this program's response timedughly 50%.
The problem and its solution are detailedPanrt Il of this book.

Example 13. The resource profile for a network configurationproblem that had previously been misdiagnose
as both a latch contention problem and a CPU capagiproblem

Response Time Component Duration # Calls  Dur/Call

SQL*Net message from client 984.0s 49.6% 95,161 0.010340s

SQL*Net more data from client 418.8s 21.1% 3,345 0.125208s
db file sequential read 279.3s 14.1% 45,084 0.006196s
CPU service 248.7s 12.5% 222,760 0.001116s
unaccounted-for 27.9s 1.4%

latch free 23.7s 1.2% 34,695 0.000683s

log file sync 1.1s 0.1% 506 0.002154s
SQL*Net more data to client 0.8s 0.0% 15,982 0.000052s
log file switch completion 0.3s 0.0% 3 0.093333s
enqueue 0.3s 0.0% 106 0.002358s
SQL*Net message to client 0.2s 0.0% 95,161 0.000003s
buffer busy waits 0.2s 0.0% 67 0.003284s

db file scattered read 0.0s 0.0% 2 0.005000s
SQL*Net break/reset to client 0.0s 0.0% 2 0.000000s
Total 1,985.4s 100.0%

Example 1-4shows another resource profile that saved a grojem a frustrating and expensive ride down e
Before seeing the resource profile shown hereptbposed solution to this report's performance lpralwas to
upgrade either memory or the 1/0 subsystem. Thauree profile proved unequivocally that upgradiiter could
result in no more than a 2% response time impromemdmost all of this program's response time atisbutable
to a single SQL statement that motivated nearlifliarb visits to blocks stored in the database buffache.

o You can't tell by looking at the resource profibeExample 1-4hat the CPU capacity was

consumed by nearly a billion memory reads. Eadh®f192,072 “calls” to theru service

w! #.  resource represents one Oracle database callx@ionme, a parse, an execute, or a fetch).
' From the detailed SQL trace information collecteddach of these calls, | could

determine that the 192,072 database calls haddseazly a billion memory reads. How

you can do this is detailed @©hapter 5

Problems like this are commonly caused by operatierrors like the accidental deletion of schenagistics used by
the Oracle cost-based query optimizer (CBO).

Example 1-4. The resource profile for an inefficienSQL problem that had previously been diagnosed aasn
I/0 subsystem problem

Response Time Component Duration # Calls  Dur/Call
CPU service 48,946.7s 98.0% 192,072 0.254835s

db file sequential read 940.1s 2.0% 507,385 0.001853s
SQL*Net message from client 60.9s 0.0% 191,609 0.000318s
latch free 2.2s 0.0% 171 0.012690s

other 1.4s 0.0%

Total 49,951.3s 100.0%

Example 1-4s a beautiful example of how a resource profde free you from victimization to myth. In this eas
the myth that had confused the analyst about tbig session was the proposition that a hdgltabase buffer cache
hit ratio is an indication of SQL statement efficiency. Bi@tement causing this slow session had an exoaliio
high buffer cache hit ratio. It is easy to undandtavhy, by looking at the computation of the cabheatio (CHR)
metric for this case:
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LICy— P10
LIO
107 — 507385
1y
= (J,9995

CHR =

=

In this formula, LIO logical I/O) represents the number of Oracle blocks obtair@d Oracle memory (the databs
buffer cache), and PIMlysical I/Q represents the number of Oracle blocks obtaireed bperating system read

calls/ The expression LIO - PIO thus represents the nomiiglocks obtained from Oracle memory that did no
motivate an operating system read call.

(1] This formula has many problems other than the one illustiatiais example. Many authors—including Adams, Lewis, Kytel a

myself—have identified dozens of critical flaws in theinigbn of the databasieuffer cache hit ratio statistic. See especially [Lewis
(2003)] for more information.

Although most analysts would probably considertenaalue of 0.9995 to be "good," it is of coursa fperfect.” In
the absence of the data showrtEirample 1-4many analysts I've met would have assumed thedstthe
imperfection in the cache hit ratio that was cagisire performance problem. But the resource prefil@wvs clearly
that even if the 507,385 physical read operatianddchave been serviced from the database buftdrecahe best
possible total time savings would have been only.B4econds. The maximum possible impact of fixinig
"problem” would have been to shave ahblir execution by a mere 16 minutes.

Considering the performance of user actions ugiagésource profile format has revolutionized tfieativeness of
many performance analysts. For starters, it ig#réect tool for determining what to work on firgt,accordance
with our stated objective:

Work first to reduce the biggest response time comept of a business' most important user action.

Another huge payoff of using the resource profilerfat is that it is virtually impossible for a pamhance problem
hide from it. The informal proof of this conjecturequires only two steps:

Proof. If something is a response time problem, theaws up in the resource profile. If it's not a
response time problem, then it's not a performancklem.QED

Part 1l of this book describes how to create resourcdlpsdrom which performance problems cannot hide.

In Case You've Heard That More Memory Makes All Your Performancg
Problems Go Away

Example 1-4orings to mind the first "tuning” class | evereaitied. The year was 1989, during one of my
first weeks as a new Oracle Corporation employes.igstructor advised us that the way to tune an
Oracle query was simple: just eliminate physical déperations. | asked, "What about memory

accesses?", referring to a big number ingtkey column of thetkprof output we were looking at. Our
instructor responded that fetches from memory afast that their performance impact is negligible
thought this was a weird answer, because pridigdeginning of my Oracle career, | had tuned afigt

C code. One of the most important steps in doiag)jtth was eliminating unnecessary memory accgsses
[Dowd (1993)].

Example 1-4llustrates why eliminating unnecessary memoryeases should be a priority fgou, too.
Unnecessary memory accesses consume responséeaisief them can consuniats of response time
With 2GHz CPUs, the code path associated with €xalele logical I/O operation (LIO) typically
motivates tens of microseconds of user-mode CPB tiomsumption. Therefore, a million LIOs will
consume tens of seconds of response time. Excdd€vprocessing inhibits system scalability in a
number of other ways as well, as | explain in Piasd Il of this book. See [Millsap (2001c)] feven
more information.
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Book: Optimizing Oracle Performance
Section: Chapter 1. A Better Way to Optimize

1.5 Method R

The real goal of this book i®ot just to help you make an Oracle system go fagtez.real goal of this book is to
optimize theprojectthat makes an Oracle system go faster. | dort'tyasat to help you make one system faster. |
want to help you makany system faster, and | want you to be able to actismghat task in the most economically
efficient way possible for your business. Method fhe method | will describe by which you can aefei this goal.
Method R is in fact the basis for the remaindethef book.

Method R: A Response Time-Based Performance Improvement Methdqd
That Yields Maximum Economic Value to Your Business

1. Select the user actions for which thgsinessieeds improved performance.

2. Collect properly scoped diagnostic data that witha you to identify the causes of response 1{
consumption for each selected user action whikeperforming sub-optimally.

3. Execute the candidate optimization activity that héve the greatest net payoff to the busingss.
If even the best net-payoff activity produces ifisignt net payoff, then suspend your
performance improvement activities until someththgnges.

4. Goto step 1.

Method R is conceptually very simple. As you shaergect, it is merely a formalization of the simplfeéork first to
reduce the biggest response time component ofiadass most important user action” objective tlat'ye seen
many times by now.

1.5.1 Who Uses the Method

An immediately noticeable distinction of Method Rktie type of person who will be required to exed¢utMethod F
specifically camot be performed in isolation by a technician who hagnterest in your business. As | have said, the
goal of Method R is to improve the overall valuglod system to thieusinessThis goal cannot be achieved in
isolation from the business. But how does a pevdom leads the execution of Method R fit into aromfiation
technology department?

1.5.1.1 The abominable smokestack

Most large companies organize their technical stftecture support staff in a manner that | call"gdgominable
smokestacks," like the departmental segmentatiowshinFigure 1-2 Organizational structures like this increase
difficulty of optimizing the performance of a systefor one fundamental reason:

Compartmentalized organizational units tend torojzi in isolation from other organizational units,
resulting in locally optimized components. Evethi#y succeed in doing this, it's not necessaritydgo
enough. A system consisting of locally optimizedhpmnents is not necessarily itself an optimized
system.

One of Goldratt's many contributions to the bodgysdtem optimization knowledge is a compellingsithation of
how local optimization does not necessarily leagltdal optimization [Goldratt (1992)].
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Figure 1-2. Typical organizational structure for atechnical infrastructure department

Operating systzm Dk Hetwirk Database Apphication
administration admintstration administration adminstration development

The smokestack mentality is pervasive. Even theatissubmission forms we use to participate inc@ra
conferences require that we choose a smokestadatdr of our presentations (conference organizecsto call
themtracksinstead of smokestacks). There is, for example,tack for papers pertaining to database tunind,za
completely distinct track for papers pertainingperating system tuning. What if a performancerogaiition
solution requires that attention be paid iteragivtel both components of the technology stack?ielelthe mere
attempt at categorization discourages analysts Gmmsidering such solutions. At least analysts dinémplement
solutions that span stack layers are ensured dafgavdifficult time choosing the perfect track foeir paper
proposals.

e One classic aspect of segmentation is particuteslyblesome for almost every Oracle
ey system owner I've ever talked with: the distinctimtween application developers and
w! 4.  database administrators. Which group is responfiblsystem performance? The answer
' is both There are performance problems that applicatevelbpers will not detect
without assistance from database administratokewiise, there are performance
problems that database administrators will notlide & repair without assistance from
application developers.

The Goal

One inspiration behind Method R is the story tol&Eli Goldratt'sThe Goal[Goldratt (1992)].The Goal|
describes the victory of a revolutionary new perfance optimization method over a method that is
culturally ingrained but produces inferior resuldratt's method applies to factory optimizatibat

his story is eerily reminiscent of what the Orambdenmunity is going through today: the overthrovaof
optimization method based upon a faulty measuresyesteém.

The Goaldismantles a lot of false ideas that a lot of gstalthink they "know" about optimization. Two
of the most illuminating lessons that | learnedvfrthe book were:

e Cost accountingractices often promote bad optimization decisi@rscle practitioners use cgst
accounting practices when they target a systemtatibs for optimization.

e A collection of optimized componenisitself not necessarily optimizethis explains why
systems with 100% "best in class" componentry eelperformance problems. It explains why
so many slow Oracle systems have dozens of compademnistrators standing behind them
who each swears that his component "can't posBibthe cause of a performance problem."
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If you haven't read’he Goal then | think you're in for a real treat. If yoaue read it already, then
consider reading it again with the intent to apphat you read by analogy to the world of Oracle
performance. The cover says th@boal readers are now doing the best work of their liVEhis
statement is a completely accurate portrayal operngonal relationship with the book.

1.5.1.2 The optimal performance analyst

A company's best defense against performance pnsidbegins with a good performance analyst who @@gndse
and discourse intelligently in all the layers of technology stack. In the contextFéfure 1-2 this person is able to
engage successfully "in the smoke." The performamedyst can navigate above the smokestacks |lamggarto
diagnose which pipes to dive into. And the bestymtdas the knowledge, intelligence, charisma, motivation to
drive change in the interactions among smokestae&s he's proven where the best leverage is.

Of the dozens of great Oracle performance analysthad the honor of meeting, most share a comseoof
behavioral qualities that | believe form the bdsrstheir success. The best means | know for deisgrithe
capabilities of these talented analysts is a sireadescribed by Jim Kennedy and Anna Everest [Edypmand
Everest (1994)], which decomposes personal beral\goialities into four groups:

Education/experience/knowledge fac

In the education/experience/knowledge categorycépabilities required of the optimal analyst are
knowledge of thdusiness goalprocessesanduser actionghat comprise the life of the business. The
optimal analyst knows enough abdimanceto understand the types of input information thiitbe required
for a financially-minded project sponsor to mak®imed investment decisions during a performance
improvement project. And the optimal analyst of iseuunderstands the technical components of his
application system, including tterdware theoperating systenthedatabase servetheapplication
programs and any other computing tiers that join clieatsérvers. | describe many important technical
factors inPart Il of this book.

Intellectual factor

The optimal performance analyst exhibits sevetalligctual factors as well. Foremost, | believehis strong
sense ofelevance—the ability to understand what's important and tgheot. Sense of relevance is a broad
category. It combines the attributespefrceptivenesgommon sens@nd goodudgment Generaproblem
solvingskills are indispensable, as is the abilityatguire and assimilate new information quickly

Interpersonal factot

The optimal performance analyst exhibits seveitairpersonal factor&mpathyis key to acquiring accurate
information from users, business owners, and compbadministration stafPoiseis critical for maintaining
order during a performance crisis, especially dutive regularly scheduled panic phase of a pragsdt:
confidencds necessary to inspire adequate morale amongati@us project victims and perpetrators to
ensure that the project is allowed to complete. dtemal analyst isactful and successful in creating
collaborativeeffort to implement a solution plan.

Motivational factor

Finally, the optimal performance analyst exhibégeral important motivational factors. Sheuistomer
orientedandinterested in the businesSheenjoys a difficult challengeand she isesourceful | have found
the best performance analysts to be always mirnldatltechnical, intellectual, interpersonal, andiwagional
challenges are all surmountable, but that diffepeablem types often require drastically differsatution
approaches. The best performance analysts seeomlydb understand this, but to actuattyive on the
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variety.
1.5.1.3 Your role

As a result of buying this book, | want you to beeoso confident in your performance problem diagnsislls that
a scenario like the following doesn't scare you loitte

SceneBig meeting. Participants include several infrastture department managers, you, and a special
guest: the CEO, whose concerns about online oader performance are critical enough that he has
descended upon your meeting to find out what ya@oieg to do about it....

Senior manager of the system administration depamtr{i System manager'h two weeks, we're
going to upgrade our CPU capacity, at a cost tdtisness of US$65,000 in hardware and upgraded
software license fees. However, we expect thatusscae're doubling our CPU speeds, this upgrade
will improve performance significantly for our user

CEOQ (Nods.) Wemustimprove the performance of our online order foomwe'll lose one of our
biggest retail customers.

You But our online order form consumes CPU serviceofdy about 1.2 seconds of the order form's
45-second commit time. Even if we could totaliminatethe response time consumed by CPU
service, we would make only about a one-seconddwgment in the form's response time.

System managek disagree. | think there are so many unexplamtisdrepancies in the response time
data you're looking at that there's no way youprawe what you're saying.

You Let's cover this offline. I'll show you how | kwo
(Later, after reconvening the meeting.)

System manage®kay, | get it. He's right. Upgrading our CPU aeiy won't help order form
performance in the way that we'd hoped.

You But by modifying our workload in a way that | cdascribe, we can achieve at least a 95%
improvement in the form's commit response timehauit having to spend the money on upgrading our
CPUs. As you can see in this profile of the ordenfs response time, upgrading CPU capacity
wouldn't have helped us here anyway.

I've witnessed the results of a lot of conversatitirat began this way but never veered back onseouhen it was
the Youcharacter's first turn to speak. The result ismoftorrifying. A company works its way through eilphabet ir
search of something that might help performancenedimes it stops only when the company runs otitvod or
money, or both.

Perhaps even more painful to watch is the conviersat which theYoucharactedoesspeak up on cue but then is
essentially shouted down by a group of people wdrdtdbelieve the data. Unless you can defend ymgnistic dat:
set all the way to its origin-andhow it fits in with the data your debaters ardexiing—you stand a frighteningly

large chance of losing important debates, even wbeire right.

1.5.2 Overcoming Common Objections

I hope that I've written this book effectively egbuthat you will want to try Method R on your owystem. If you
can work alone, then most of the obstacles along yway will be purely technical, and you'll probgldlo a great job
of figuring those out. I've tried hard to help yowercome those with the information in this book.

However, it's more likely that improving the perfaance of your system will be a collaborative effyiu'll
probably have to engage your colleagues in ordenpéement your recommendations. The activities ggrommen
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as a result of using Method R will fall into onetafo categories:
e Your colleagues have heard the ideas before aadtegj them
e They've never heard the ideas before

Otherwise, your system would have been fixed by.réiiher way, you will probably find yourself in @amvironmer
that is ready to challenge your ideas. To makepaiogress, you will have to justify your recommeinaias in
language that makes sense to the people who doubt y

] Justifying your recommendations this way is heaftinyyou to do anyway, even in the

o friendliest of environments where your words becartier people's deeds almost
“w! 4. instantaneously.
et

The most effective ways I've found to justify swuekommendations are:

Proof-of-concept tests

There's no better way to prove a result than toadlgtdemonstrate it. Dave Ensor describes thibas
Jeweler's MethodAny good jeweler will place interesting merchasedinto a prospective customer's hands as
earlyin the sales process as possiblelding the piece activates all the buyer's senses ireajgting the

beauty and goodness of the thing being sold. Tlrertsufull imagination goes to work for the seberthe

buyer locks in on the vision of how much betteg Wi¥ill become if only the thing being held can lieained.

The method works wonderfully for big-ticket itenisgluding jewelry, cars, houses, boats, and system
performance. There's probably no surer way to krnlthusiasm for your proposal than to let your siser
actuallyfeelhow much better their lives will become as a restiyour work.

Direct statistics that make sense to end L

If proof-of-concept tests are too complicated tovite, the next best thing is to speak in diregtistics that
make sense to end users. Thereoatgthreeacceptable units of measure for such statistics:

e Your local currency
e The duration by which you'll improve someone's oese time

e The number obusinessctions per unit of time by which you'll improvenseone's throughput

Anyother measure will cause one of two problems.ggiftour argument will be too weak to convince the
people you're trying to persuade, or, worse yat,lysucceed in your persuasions, but because yoa w
thinking in the wrong units of measure you'll riloducing end results with inadequate "real" bénBgal
benefit isalwaysmeasured in units of either money or time. Sudogeid your proposal but failing in your
end result of course causes an erosion of yourhsligdfor future recommendations.

Track record of actualized predictions

If you have the luxury of a strong reputation thv@mce your persuasive power, then merely making you
wishes known may be enough to inspire action. Haréd¥this is the caséeware Every prediction you
make runs the risk of eroding your credibility. Bvéyou have the power to convert your instrucsiamto
other people's tasks, | strongly encourage yossess your recommendations privately using proof-of
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concept tests or direct statistics that make senead users. Don't borrow from the account of yawn
credibility until you're certain of your recommenioas.

1.5.2.1 "But my whole system is slow"

At hotsos.comwe use Method R for our living. After using thetimod many times, | can state categorically that th
most difficult step of Method R is one that's ne¢ listed: it is the step of convincing peopleise it. The first
objection my colleagues and | encounter to ourdamu user actions is as predictable as the sunrise:

"But my whole systens slow."

"I need to tune mwhole systepmot just one user."

"When are you going to come out with a method kigdps me tune mwhole systef'
We hear it everywhere we go.

What if the whole system is slow? Practitionergwfteact nervously to a performance improvemenhauethat
restricts analysis to just one user action at a.tiaspecially if users perceive that the "wholegeys is slow, there is
often an overwhelming compulsion to begin an ansahydth the collection of system-wide statistichielfear is that
if you restrict the scope of analysis to anythiegsl than the entire system, you might miss songethiportant. Well
in fact, a focus on prioritized user actialsescause you to miss some things:

A focus on high-priority user actions causes yoauerlook irrelevant performance data. By
"irrelevant,” | mean any data that would abate ymagress in identifying and repairing your system’
most importanperformance problem.

Here's why Method R works regardless of whethgisgem's problem is an individual user action orrel mess of
different user actions:igure 1-3shows the first information that analysts get wtreay learn of system performance
problems. Legitimate information about performapoeblems usually comes first from the businesfienform of
user complaints.

] It is possible for information providers to be the ficsknow about performance
o problems. InChapter 9 describe one way in which you can acquire sag@hiori
w) #4.  knowledge. But it is rare for information provideesknow about performance problems
' before their information consumers tell them.

Figure 1-3. What performance analysts first see when theres performance problem. Shaded circles represe
user actions that are experiencing performance prdems

SYmpLOmS

Upon receipt of such information, the first imputdfenost analysts is to establish a cause-efféatioaship between
thesymptomdbeing observed and one or mooet causeshat might be motivating the symptoms. | wholektegly
agree that this step is the right step. Howevenynprojects fail because analysts fail to estalthigitorrectcause-
effect relationships. A core strength of MethodsRhat it allows you to determine cause-effectti@tahips more
quickly and accurately than with any other method.

Figure 1-4shows why. It depicts three possible sets of caffeet relationships between problem root causes a
performance problem symptoms. Understanding thecgfeness of Method R for each of these scenadogpared
to conventional tuning methods will help you dedideyourself whether Method R is an effective systwide
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optimization or not. The three possible scenare@ated inFigure 1-4are:

e At one extreme, case (a) depicts that every useediible symptom on the system is caused by &esing
"universal” root cause.

e In case (b), there is a many-to-many relationskipvben symptoms and root causes. Some symptoms have
two or more contributory root causes, and some ¢aonses contribute to more than one symptom.

e At the other extreme, case (c) depicts a situdtiamhich every symptom is linked to its own distimgot
cause. No single root cause creates negative psfare impact for more than one user action.

Figure 1-4. Three possible sets of cause-effectagbnships (depicted by arrows) between root causesd
performance problem symptoms

Symproms Symiptams Symptoms
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Of course it is easy to draw pictures of causeeefielationships between root causes and perforenprablem
symptoms. It's another matter entirely to deternsingh causeffect relationships in reality. The ability to tos is, |
believe, the most distinguishing strength of MetRod_et me explain.

For problems resemblingigure 1-4a), Method R works quite well. Even if you werectampletely botch the
business prioritization task inherent in the methatep 1, you'd still stumble upon the root canghe first
diagnostic data you examined. The reason is sinfgdl.symptoms have the same root cause, themaitter which
symptom you investigate, you'll find the singlejuamnsal root cause in that symptom's response piroile.

Method R also works well for problems resemblitigure 1-4b) and (c). In these cases, the only way to pevid
system-wide relief is to respond to each of the canises that contributes to a symptom. Constraimenalyst labor
(your time) probably make it impossible to resptmall the symptoms simultaneously, so it will pably be
important to prioritize which activities you'll cdact first. This requirement is precisely the metfer the work
prioritization inherent in Method R. Rememberingttthe trueggoal of any performance improvement project is
economicthe proper way to prioritize the project actiegiis to respond to the most importaymptomsdirst.
Method R is distinctive in that it encourages atigamt of project priorities withusinesgriorities.

By contrast, let's examine the effectiveness offidetC for each of the same three scenarios. Renrethbdirst
step of Method C is:

Hypothesize that some performance metfias an unacceptable value.

In the context ofigure 1-4 this step is analogous to searching for the shaiteles in the portion of the diagram
labeledroot causesAfter identifying probable root causes of perfame problems, Method C next requires the
analyst to establish a cause-effect relationshiywédxn root causes and symptoms. One problem withddeC is
that it forces you to compute this cause-effecti@hship rather more by accident than by plan. ddreventional
method for determining this cause-effect relatigméhliterally to "fix" something and then see wirapact you
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created. It's a trial-and-error approach.

The challenge to succeeding with Method C is hoigldy you can identify the right "unacceptable" &m metric
value. The longer it takes you to find it, the lengour project will drag on. Certainly, your chas®f finding the

right problem to solve are greatest when therdis @ame problem in the whole system. However, itsgertain that
finding the root cause will be easy, even in arsjeaase likd=igure 1-4a). Just because there's only one root cause
for a bunch of problems doesn't mean that therebeibnly one system-wide performance statistit libaks
"unacceptable.”

The real problem with Method C becomes apparentwioe consider its effectiveness in response tcéses

shown inFigure 1-4b) and (c). In both of these cases, when we Idalai the bottom up,” there are several potential
root causes to choose from. How will you deternvitnéch root cause to work on first? The best pripaition schem
would be to "follow the arrows" backward from theshimportant business symptoms to their root cauEee root
causes you'd like to address first are the onesirmguthe most important symptoms.

However, Method C creates a big problem for yothigtpoint:

System-wide performance metrics provide insuffitiaformation to enable you to draw the cause-
effect arrows.

You cannotreliably compute the cause-effect relationshipsaghin Figure 1-4unless you measure response time
consumption for each user action—"from the top doimrthe context of the drawing. Understanding what
information is required to draw the causfect arrows reveals both the crippling flaw ofthled C and the distincti
strength of Method R. It is impossible to draw daeise-effect arrows reliably from root causes tafgpms (from
the bottom to the top). However, it is very easgraw the arrows from symptoms to root causes (fifzartop
down), because the resource profile format fordsed user actions tells you exactly where the esriogiong.

Without the cause-effect arrows, a project is rukdds. Any legitimate prioritization of performaniogprovement
activitiesmustbe driven top-down by the economic prioritieshed business. Without the arrows, you can't priziti
your responses to the internal performance megdosmight find in youiStatspackeports. Without the arrows,
about the only place you can turn is to "cost antiog" metrics like hit ratios, but unfortunatetiqese metrics don't
reliably correspond to the economic motives oftihsiness. The Oracle Payroll situation that | dbsdrearlier in
this chapter was rudderless for three months. Toeg concluded on the day that the team acquirediata shown
in Example 1-3

) Ironically, then, the popular objection to Method&ually showcases the method's
greatest advantage. We in fact designed MethodeBifsgally to respond efficiently to
wh 4. systems afflicted with several performance roosesalat once.

The reason Method R works so well in system-widéopmance crises is that your "whole system” isansingle
entity; it's a collection of user actions, some enionportant than others. Your slow user actions nmayall be slow
for the same reason. If they're not, then how ydll decide which root cause to attack first? Tharsavay is by
prioritizing your user actions in descending ordkevalue to your business. What if all your sloveuactions actual
are caused by the same root cause? Then it's youy ek because the first diagnostic data you colteca single
process is going to show you the root cause of ggle systenwide performance problem. When you fix it for «
session, you'll have fixed it for every sessibable 1-1summarizes the merits of conventional methodsuseitse
new method.

Table 1-1. The merits of Method C and Method R. Médtod R yields its greatest comparative advantage whe
"the whole system is slow"

Figure

1-4 case Method C effectiveness Method R effectiveness

Effective in some cases. Existence of only one Effective. Even if business prioritization is
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problem root cause increases the likelihood that th| performed incorrectly, the method will I
(@ root cause will be prominent in the analysis oteys | successfully identify the sole root cause on the
wide statistics. first attempt.

Unacceptable. Inability to link cause with effectans| Effective. Business prioritization of user
(b) that problems are attacked "from the bottom ugdrin | actions ensures that the most important roof
order that may not suit business priorities. cause will be found and addressed first.

(©) Unacceptable. Same reasons as for (b). Effective. Same reasons as above.

1.5.2.2 "The method only works if the problem is tk database”

Another common objection to Method R is the pericepthat it is incapable of finding and respondiag
performance problems whose root causes originagedeuthe database tier. In a world whose new eaipdins are
almost all complicated multi-tier affairs, this peption causes a feeling that Method R is sevdiralied in its
effective scope.

Method R itself is actually not restricted at allthis manner. Notice that nowhere in the fetep method is there a
directive to collect response time daisat for the databaselhe perception of database focus arises in the
implementatiorof step 2, which is the step in which you willleat detailed response time diagnostic data. This
book, as you shall see, provides coverage onliefésponse time metrics produced specificallyhleyQracle
kernel. There are several reasons for my writirgtibok this way:

e When performance problems occur, people tend tat ploé finger of blame first at the least well-ursieod
component of a system. Thus, the Oracle databadteisthe first component blamed for performance
problems. The Oracle kernel indeed emits suffictBagnostic data to enable you to prove conclugivel
whether or not a performance problem's root caesenlithin the database kernel.

e At the time of this writing, the Oracle kernel isfact the most robustly instrumented layer intd@hnology
stack; however, many analysts fail to exploit tlegdostic power inherent in the data this instrutaton
emits. Oracle's diagnostic instrumentation modegkiy robust in spite of its simplicity and effiaiey
(Chapter J. Vendors of other layers in the application tembgy stack have already begun to catch onto this
notion. | believe that the response time diagnastttumentation built into the Oracle kernel vimdcome the
standard model for instrumenting other applicatiers.

Even without further instrumentation of non-databtsrs, if your performance probldmin the database, Method R
helps you solve it quickly and efficiently. If yoproblem isnot caused by something going on in your databasg, the
Method R helps yoprovethat fact quickly and efficiently. Regardless diewe in your architecture your root cause
resides, Method R prevents you from trying to fig tvrong problem.

The proof is in the experience. Method R routirlebds us to the doorstep of problems whose repast be enacted
either inside or outside of the database, inclugdinch cases as:

e Query mistakes caused by inefficiently written &gtion SQL statements, poor data designs, ill-setvi
indexing strategies, data density mistakes, etc.

e Application software mistakes caused by excessivsipg, poorly designed serialization (locking)
mechanisms, misuse (or disuse) of array proceésatgres, etc.

e Operational mistakes caused by errors in colleatfostatistics used by the cost-based optimizeridaatal
schema changes (e.g., dropped indexes), inattetatiforl file systems, etc.

e Network mistakes caused by software configuratigstakes, hardware faults, topology design errdcs, e

e Disk I/O mistakes caused by poorly sized cachekalances in 1/0O load to different devices, etc.
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e Capacity planning mistakes resulting in capacityr&ges of resources like CPU, memory, disk, nekyetc.
1.5.2.3 "The method is unconventional”

Even if Method R could prove to be the best thimges the invention of rows and columns, | expectsiame pocket
of resistance to exist for at least a couple ofyedter the publication of this book. The methedéw and different,
and it's not what people are accustomed to seAmgore practitioners, books, and tools adopt ¢cartiques
described in this book, | expect that resistandefade. In the meantime, some of your colleaguesgaing to
require careful explanations about why you're rem@mding a completely unconventional performancarapation
method that doesn't rely @tatspaclor any of the several popular performance momitptools for which your
company may have paid dearly. They may cite yoaraisin unconventional method as one of the redsomgect
your proposal:

One of my goals for this book is certainly to arauywith enough knowledge about Oracle technology ybu can
exploit your data to its fullest diagnostic capgcithope by the end of this book I'll have givesuyenough
ammunition that you can defend your recommendationise limit of their validity. | hope this is eagh to level the
playing field for you so that any debates aboutrywoposed performance improvement activities ajuliged on
their economic merits, and not on the name of thtéhod you used to derive them.

1.5.3 Evaluation of Effectiveness

Earlier in this chapter, | listed eight criteriaa@gst which | believe you should judge a perforngaimeprovement
method. I'll finish the chapter by describing howetllod R has measured up against these criterianinast to
conventional methods:

Impac

Method R causes you to produce the highest pogsilglact because you are always focused on thetigatal
has meaning to the business: the response tinaegeted user actions.

Efficiency

Method R provides excellent project efficiency hesmit keeps you focused on the top prioritiegHer
business, and because it allows you to make foftyrined decisions during every step of the projemject
efficiency is in fact the method's key design caaist.

Measurability

Method R uses end-user response time as its measotreriterion, not internal technical metrics threty or
may not translate directly to end-user benefit.

Predictive capacit

Method R gives the unprecedented ability to pretflietimpact of a proposed tuning activity uponrgeted
user action, without having to invest in expengxperimentation.

Reliability

Method R performs reliability in virtually every germance problem situation imaginable; a distimctof
the method is its ability to pinpoint the root caws any type of performance problem without havimgesor
to experience, intuition, or luck.
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Determinisr

Method R eliminates diagnostic guesswork first kgimtaining your focus on business priority, andosecby
providing a foolproof method for determining thedmrelationships between problem symptoms and tbeir
causes.

Finitenes

Method R has a clearly stated termination conditidre method provides the distinctive capacityravp
when no further optimization effort is economicgligtifiable.

Practicality

Method R is a teachable method that has been usedssfully by hundreds of analysts of widely vagyi
experience levels to resolve Oracle performancblenos quickly and permanently.

The next chapters show you how to use Method R.

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-1-SECT-5
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Book: Optimizing Oracle Performance
Section: Chapter 2. Targeting the Right User Actions

2.1 Specification Reliability

A project specification can be called "reliable'lyoif any project that successfully fulfills thetier of that
specification also fulfills the specification's ¢rintent. Unfortunately, the most commonly usectgjpations for
performance improvement projects are unreliablanies of specifications include:

e Distribute disk I/O as uniformly as possible acrosmy disk drives.
e Ensure that there is at lea8t of unused CPU capacity during peak hours.
e Increase the database buffer cache hit ratio leaatx%.

e Eliminate all full-table scans from the system.

Each of these specifications is unreliable bec#uséetter of each specification can be accomptishighout actually
producing a desired impact upon your system. Tiseaesimple game that enables you to determinehghgbu hav
a reliable specification or not:

To establish whether or not the specification fpegormance improvement project is reliable, ask
yourself the question: "Is it possible to achiewve stated goal (the specification) of such a ptojec
without actually improving system performance?"

One easy way to get the game going is to imagieexistence of an evil genie. Is it possible foesgih genie to
adhere to the letter of your "wish" (the projectdfication) while producing a project result tlaatually contradicts
your obvious underlying goal? If the evil genie ca@ate a system on which she could meet your g
specification but still produce an unsatisfactogyfprmance result, then the project specificatias been proved
unreliable.

The evil genie game is a technique employed inghbaxperiments by René Descartes in the 1600snamic
recently, by Elizabeth Hurley's character in the fBedazzledHere's how the evil genie game can play outHer t
bad specifications listed earlier:

Distribute disk 1/0 as uniformly as possible acrosany disk drive

This specification is a perfectly legitimate goad frying to prevent performance problems when g
configuring a new system, but it is an unrelialgedfication for performancienprovemenprojects. There
are many systems on which making significant improent to disk 1/0O performance will cause either
negligible or even negative performance impact.

For example, imagine a system in which each oftbet important business processes needing perfaenan
repair consumes less than 5% of the system'srespbnse time performing disk 1/0 operations. (Vdeeh
hundreds of trace files that fit this descriptianvavw.hotsos.com) On such a system, no amount of I/O
"tuning" can create meaningful response time imenoent of more than 5%. Since distributing disk I/O
uniformly across many disk drives can result irystam without meaningfully improved performancas th
specification is unreliable.

Ensure that there is at lea8b of unused CPU capacity during peak hours
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There are several ways that an evil genie couldraptish this goal without helping the performan€gaur
system. One way is to introduce a horrific disk b@tleneck, such as by placing the entire databasme
gigantic disk drive with excessively poor I/O-p&eend capacity. As more and more user processesigia
in the disk 1/0 queue, much CPU capacity will gused. Since increasing the amount of unused CPU can
result in worse performance, this specificatioariseliable.

Increase the database buffer cache hit ratio leaatx%

This one's easy: simply use Connor McDonald's iatige demonstration that | include Appendix B The
application will show you how to increase your tetse buffer cache hit ratio to as many nines adikeuby
adding CPU-wasting unnecessary workload. This smidit wasted workload will of course degrade the
performance of your system, but it will "improvedwr buffer cache hit ratio. Connor's applicatignois
course, a trick designed to demonstrate thatatrigstake to rely on the buffer cache hit rati@aseasure of
system "goodness." (I happen to know that Conndefmitely not evil, although | have on occasion noticed
him exhibit behavior that is at least marginallyigelike.)

There are subtler ways to degrade a system's pwfare while "improving" its cache hit ratio. Folaexple,
SQL "tuners" often do it when they engage in prigjéc eradicat&€ABLE SCAN FULL row source operations
(discussed again in the next specification I'lhghoAnother way an evil genie could improve youcla hit
ratio in a way that harms performance is to redlcgour array fetch sizes to a single row [MillsS@®01b)].
Because it is so easy to increase the value oflyaffier cache hit ratio in ways that degrade system
performance, this specification is particularly eifable.

Eliminate all ful-table scans from the system

Unfortunately, many students of SQL performanceénaigttion learn early thantruerule of thumb that "all
full-table scans are bad.” An evil genie would hamesasy time concocting hundreds of SQL statements
whose performance would degraderasLE SCAN FULL row source operations were eliminated [Millsap
(2001b); (2002)]. Because eliminating full-tableuss can actually degrade performance, the actian is
unreliable basis for a performance improvementgatojpecification.

The cure for unreliable performance improvementsijgations is conceptually simple. Just say whai ynean. But
of course, by the same logic, golf is simple: justhe ball into the hole every time you swing €Tfroblem in curin
unreliable performance improvement specificatien®ifigure out how to specify what you really méaa manner
that doesn't lead to other errors. For examplerfopnance specification that comes closer to gpyihat you really
mean is this one:

Make the system go faster.

However, even this specification is unreliablee I5een dozens of projects with this specificatemult in ostensible
success but practical failure. For example, a dtenrsiufinds, by examinings$sqL, a batch job that consumes four
hours. He "tunes" it so that it runs in 30 minufEsis is a project success; the consulting engageswnmary says
so. However, the success was meaningless. The paigham was already as fast as it needed to baube it ran in
an otherwise vacant eight-hour batch window. Theeasive input into performance improvement (thesattant's
fee) produced no positive value to the business.

Worse yet, I've seen analysts make some progrgmfaster, but at the expense of making anoth&ttyvenore
important progranB go slower. Many systems contain process interdigrasies that can cause this situation. On
these systems, "tuning” the wrong program not cnlysumes time and money to execute the tuningqirdfeesults
in actualdegradationof a system's value to the business &eeion 12.%or an example).

This "make the system go faster" specificatiorust joo vague to be useful. In my service line nganzent role at
Oracle Corporation, | had many discussions abowt tecspecify projects—the whole idea of packagedulises
requires contract-quality specification of projgotls. Most participants in those meetings undedstery quickly
that "make the system go faster" is too vague. Whatl remarkable today is that most of these pespw the
vagueness in entirely the wrong place.
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Most people identify thgo fasterpart of the specification as the root of the peotl People commonly suggest that
"make the system go faster” is deficient becausesthitement doesn't say, numerically, mouchfaster. In my
Oracle meetings, explorations of how to improve Renthe system go faster” generally led to discumssfosarious
ways to measure actual and perceived speeds, wagsablish "equivalency" metrics such as counethasilization
measures (like hit ratios), and so on. Of coulse search for "equivalency" measures finds a deddjgickly
because—if you execute the evil genie test cogreesuch presumed equivalency measures are usuatyialie.

Figuring out how much faster a system "needs tooftgh leads into expensive project rat holes. é&oeption is
when an analyst has found the maximum allowablicetime for an operation by using a model like tlueueing
theory one that | describe @hapter 9 When our students today discuss the "make tsiesygo faster" spec, it
usually takes very little leading for studentsealize that the real problem is actually hiddethenwordsystemFor
example, consider the following commonly sugges$iegprovements"” to the original "make the systenfagier"
specification:

e Make the system go 10% faster.

e Make the system complete all business functioness than one second.

First of all, each specification expressed in #tjde is susceptible to the same evil genie trakshe original spec.
But by adding detail, we've actually weakened tigimal statement. For example:

Make the system go 10% fa

Do you really expect thaverybusiness transaction on the system can go 10%r?aStzen those that perfo
only a couple of Oracle logical I/O calls (LIOs)kegin with? On the other hand, is 10% really etoafgan
improvement for an online query that consumes geeenminutes of response time?

Make the system complete all business functiolesgthan one seco

Is it really good enough for a single-row fetch &iarimary key to consume 0.99 seconds of respimge®
On the other hand, is it really reasonable to exihext an Oracle application should be able to enTi2-page
report in less than one second?

Do these two formats actually lead to an improvemoéithe original "make the system go faster" sfiesion? They
do not. A bigger problem is actually the lack ofidigion for the word "system."

2.1.1 The System

What isthe systerd Most database and system administrators intetpgderm much differently than anyone else in
the business does. To most database and systemisitiatorsthe systenis a complex collection of processes and
shared memory and files and locks and latchesaklusorts of technical things that can be measbyeldoking at V$
tables" and operating system utilities and maylneyraphical system monitoring dashboards. Howexaodyelse
in the business sees a system this way. A usekstiofthe systenas the collection of the few forms and batch jiobs
that user's specific job domain. A manager thirfikhe systenas a means for helping improve the efficiencyhef t
business. To users and managers, the rednessygetls, or greenness of your dashboard dials is letehpand
utterly irrelevant.

Here's a simple test to determine for yourself Wwaet'm telling the truth. Try to imagine yoursel a user who has
just waited two hours past your reporting deadiime morning because your "fifte-minute report" required three
full hours to run. Try to imagine your reactiona@atabase administrator who would say the follgwiords in fron
of your colleagues during a staff meeting: "Theeswabsolutely nothing wrong with the system whoanreport
was running, because all our dashboard dials weengduring the entire three-hour period."

Please remember this when you are acting in tleeaioperformance analystsgstenis a collection of end-user
programs. An end-user is watching each of thesgranos attentively. (If no one is watching a patacgprogram
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attentively, then it should be running only duriiffpeak time periods, or perhaps not at all.) @heation that each
program requires to deliver a requested chunk sinass value is that program'’s response time. d$ponse time of
an individual user action is practically the onBrfprmance metric that your business cares abaricét

Response time for an end-user action is the fiestimthat you should care about.

2.1.2 Economic Constraints
When you eliminate the ambiguity of the word "systeyou take one big step closer to a foolproofilgoa

Improving the performance of prograkduring the weekday 2:00 p.m. to 3:00 p.m. windswritical
to the business. Improve the performancé as much as possible for this time period.

But is this specification evil genie-proof? Not ylehagine that the average run time of prograie two minutes.
Suppose that the evil genie could reduce the ressptime from two minutes to 0.25 seconds. Greatt at a cost of
$1,000,000,000. Oops. Maybe improving response tinfig to 0.5 seconds would have been good enoudkvanld
only have cost $2,000. The specification omits mmntion of an economic constraint.

Thereis an optimization project specification that | beBemay actually be evil genie-proof. It is the aptation
goal described by Eli Goldratt in [Goldratt (19929):

Make money by increasing net profit, while simuéausly increasing return on investment, and
simultaneously increasing cash flow.

This specification gives us the ultimate acid tBstvhich to judge any other project specificatiblowever, it does

fall prey to the same "hit the ball into the hoteevery swing" lack of detail that | discussed iearl
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Book: Optimizing Oracle Performance
Section: Part I: Method

Chapter 2. Targeting the Right User Actions

One of the first steps in any project is to figorg what the project is supposed to accomplish.féhmal written
result of figuring out the project's goal is caltbeé project'specification An Oracle performance improvement
project, like all sorts of other projects, needgpacification. Otherwise, you have nothing that gan use to measure
the success or failure of your project.

Many Oracle performance improvement projects appled from their beginnings with poor specificaiso You've
probably seen the cartoon in which a programmeaisager says, "You start coding. I'll go find outawthey want."
A lot of people try to "tune their systems" withawer really knowing what they're out to accompli@i the other
hand, there's no need for a system to languismémths while analysts try to construct the "ultieigiroject
specification, charging time and materials rate8enthey inch forward. Constructing a good speaifien for an
Oracle performance improvement project should igeahsume no more than a couple of hours.

The aim of this chapter is to help you get yourfg@aanance improvement project started on the rigbt,fso that yot
project will optimize the economic value of a systd'll explore some bad project specifications arglain why
they hurt the projects they were supposed to ti#ldescribe some specifications that have wonked, resulting in
projects that have quickly created great posita@emic impact to their systems. Throughout theptagra l'll list
some attributes that have distinguished good spatidns from bad one
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2.2 Making a Good Specification

Let's stop fooling around with faulty project sgetions and start constructing some good oneshduldn't take
you more than a couple of hours to create a goedifsgation for most performance improvement prtgetlere's
how:

1. Identify the user actions that thasinessieeds you to optimize, and identify the contextahich those
actions are important.

2. Prioritize these user actions into buckets of five.

3. For each of the actions in your top bucket, deteewihomyou can observe executing the action in its
suboptimal context anghenyou can make the observation.

2.2.1 User Action

In this book, | try to make a careful distinctioatiwveenuser actionsprograms andOracle sessiondA user actions
exactly what it sounds like: an action executemger. Such an action might be the entry of d fieh form or the
execution of one or more whole programs. A usdpoaés defined as some unit of work whose output whose
performance have meaning to the business. Themotiaser actioris especially important during project
specification because the user action is precibelynit of work that has business meaning.

A programis of course a sequence of computer instructibasdarries out some business function. A useomcti
might be a program, a part of a program, or mutgograms. ADracle sessiotis a specific sequence of database
calls that flow through a connection between a psecess and an Oracle instance. A program cdataitero or
more Oracle sessions, and in some configurationseg than one program can share a single Oracl®ee3be
notion of anOracle sessiofs important during data collection because thecterkernel keeps track of performance
statistics at the Oracle session level.

) Oracle does make a distinction betweaoanection(a communication pathway) and a
sessionYou can be connected to Oracle and not have esgians. On the other hand,
wh 4. youcan be connected and have many simultaneosi®sg®n that single connection.

2.2.2 ldentifying the Right User Actions and Contexts

The first step in your specification is to identifie user actions that theisinessieeds you to optimize. If you mess
up this step, it is likely that your performanceprmvement project will fail. It is vital for you tobtain a list of
specific user actionsThe ones you select should be the ones thahamaost important in the business's pursuit of
net profit, return on investment, and cash flow.

| emphasize "that theusinessieeds you to optimize" because you are specifical looking for a database
administrator's opinion about performance at toisipp One of the most common mistakes that Oraetéopmance
analysts make is that they consult thaiviews to learn where their system needs "tunigur vs$ views can't tell
you. I'll describe irChapter 33ome of the technical reasons why it's unreliédlgonsult youws views for this
information.

Finding out what your business needs is usually.dai&s almost never the result of a long goalioiéibn project. It
is almost always the result of asking a businemddewho speaks in commonsense language, "If wid coake one
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program faster by the end of work today, which paogwould you choose?" The following examples tllate the
type of response that you're looking for:

e We manufacture disk drives. We have a warehouseffdisk drives that are ready to ship. We receive
hundreds of telephone calls each morning from angsgomers who placed orders with us over two weeks
ago, demanding to know the status of their shipmekitany given time, there is an average of ower t
dozen empty FedEx trucks parked at our loading didglou go down to the loading dock, you can des t
our packers and the truck drivers are sitting axebalrinking coffee right now. They can't load Huxes on
the trucks because the program that prints shipgiogjs is too slow. Our business's most important
performance problem is the program that printsgghiplabels.

e We're spending too much on server license and srante fees. We have 57 enterprise-class serveus in
shop, and we need to cut that number to ten orrféte already house 80% of our enterprise datanen o
large storage area network (SAN). However, oull ©RU workload that is presently distributed acrbgs
servers is probably too large to fit onto ten maeki Our business's most important performancdenois
eliminating enough unnecessary CPU workload sovtleatan perform the server consolidation effort and
ditch about fifty of our servers.

The hardest part is usually gaining access toitfiet people in the business to get the informagion need. You
might have to dig a little bit for your list. Thelfowing techniques can help:

Ask your boss where the performance risk:

Steer him away from answers that refer to techroaiponents of the database. Force the conversatmn
the domain of user language. Ask which user isngiviim the most flak about system performance,thed
book a lunch with the user. The loudest user iseaessarily the one with the business's mostariti
problem, but understanding that user's problemgratgably a good start.

Take a user to lunch

Buy him a sandwich, and ask down-to-earth questi&as"If | could make something you use fastatag,
what would you want it to be?"

Find a sales forecast for your busin

Consider which application processes are goingetthb most important ones to facilitate your conyfmgan
planned sales growth. Are those processes rungieffiaiently as they can?

If you get stuck in your conversations with peoplth whom you're trying to identify user actiongtlare important
to the business, ask them which actions fit ineséhcategories:

e Actions that are business critical
e Actions that run a long time
e Actions that are run extremely often

e Actions that consume a lot of capacity of a resewymu're trying to conserve

In addition to identifying which user actions reguoptimization, you need to identify thentextin which those
actions are important. For example:
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e |s the action always slow?

e Is it slow only at a particular time of day (weekonth, or year)?

e Is it slow only when it runs at the same time ass@ther program(s)?

e |s it slow only when the number of connected usereeds some threshold?

e |s it slow only after some other program runs (aglodelete, etc.)?

Without context, you run the risk that you'll cafteperformance diagnostic data for the "problentloacand then
find after all your effort that there's apparemitything wrong with it. You have to identify how fiad the user action
when it is performing at its worst. Otherwise, yeuiot going to be able to see the problem. Thigept is so
important that I'll say it again:

You have to identify how to find the user actionentit is performing at ita/orst

In this step, it is usually important to select mtitan one user action, especially in situationere/many users
perceive many different performance problems. Thisue even in situations where the number-ontgeys
performance problem has a priority that clearlyssds everything else on the system. The reasomisi$cadvice
come from the experience of using the method miamgst

Because cost is a factor in net benefit, the bgsimet benefit of improving, for example, user@ac#3 may
actually exceed the business net benefit of impiguiser action #1.

e Producing significant improvement quickly amy of a system's top five most important performance
problems can create a significant political advgetancluding factors like project team morale anoject
sponsor confidence.

e You might not know how to improve performance feeuaction #1. But fixing, for example, user actih
may eliminate so much unnecessary workload thdts¢bmes a non-issue.

e You can't tell which performance improvement actidh produce the greatest net benefit to the besin
until you can see a high-level cost-benefit analjsi the user actions in your top-five bucket.

2.2.3 Prioritizing the User Actions

Once you have constructed the list of candidate ast#ons, you need to rank the importance of tinggrovement to
the business. Everything you do later will requivat you have chosen the most important actiogtionize first.
Business prioritization is vital for several reasoimcluding:

The most important actions will get fixed the s®bne

This is the most important reason. Quite simplyoifi don't optimize the most important businesegsees
first, then you're not optimizing.

Trade-off decisions will always favor more impottaser actions

On occasion, you may find that an optimizationdoe user action inflicts a performance penalty upon
another. This happens frequently when the optinunagtrategy you choose is to increase the capatity
some component. However, because | hope to conymeeo increase capacity only when necessary ighat
rarely), such trade-offs should be rare.
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Less important user actions enjoy collateral bds

The termcollateral damagédias been introduced into our language by discnssibaccidents that occur
during wartime. The opposite of collateral damagmllateral benefit—a benefit yielded serendipitously by
attending to something else. Collateral performaeeefits occur frequently on computer systemshiciv
we eliminate huge amounts of unnecessary work.

It's easy to over-analyze at this stage, but thatually no need to spend much time here. Alliyeed are rough
categories. | recommend grouping your user aciimosprioritized buckets of no fewer than five. $hvay, you
won't be tempted to obsess over the precise ramfiagtions that are close in importance. For eXapipyou have
ten important problem user actions, then creatmare than two groups of five. If you have more them problem
actions (I've visited sites whose lists numbereeicess of fifty), then | suggest partitioning ydist into three parts:

1. The five most important user actions (your firstket).
2. The five next most important user actions (youioséducket).
3. The remainder of the important user actions yolisted (the union of your third and subsequent letsk

Be especially wary of executing any prioritizatiask with the participation of large groups. Evesgr, of course,
will try to convince you that his actions are th@wmost supremely important actions on the esgistem. And of
course, every action on the system cannot takeriopty. Most of the time that you might spend o8gting whethe
a user action belongs in one group or another dogliehvested more wisely in other steps of the oekthf you find
that the whole prioritization task is consuming mtran just a few minutes, then step back anchjage some
sensible decisions. Assure the users whose admmisfall into the top priority class that thewkea't lost anything;
you'll attend to their problems t

2.2.4 Determining Who Will Execute Each Action and When

The final step in the construction of a good smeg/bur performance improvement project is the gipation of
how you'll be able to find each targeted action avii@ext runs in its targeted context. This infation will allow
you to find the programs implementing those actemshat you can measure their performe

Often, the success of a diagnostic data collectftart will be determined by your ability to estahl simple human
contact with a person who will execute the slowaacand answer the following simple questions:

e When is the next time that this person expectshferaction to exhibit the performance problem?

e How can you watch?

The answers to these questions unambiguously difinparameters you'll use for your diagnostic datkection
process, which | describe @hapter 3

If you have a tool that constantly monitors therappiate performance statistics for every individuser action on
your system, then predicting who will run a problprogram and when it will happen becomes unnecgsshe
luxury of having such data for every user actioryouar system will allow you to respond to a compiabout an
action in the recent past instead of having toipteteir occurrences in the imminent future. Stabis are
expensive, but they do exist.

If you do not own such a tool, then you'll havdbeomore selective in which diagnostic data youdlhtto collect,
and the step described in this section will be @sale For you, | hope thahapter GandChapter 8will provide
significant value
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2.3 Specification Over-Constraint

I've discussed the reliability problems introdutgdspecifications that are too vague. Equally detas is the
specification that is too precise. Many specificasi that go into too much detail actually confligth the
optimization goal. A specification that requiresrospecific program performance improvenmema 10-point
improvement in the database buffer cache hit raight actually be impossible to achieve. It is \eiyi possible that
improving the performance of a specified prograrghhresult in a dramatically lower system-wide @adbit ratio.
(See [Millsap (2001b)] for an example.)

Another fun example occurred several years ago Whexs an Oracle Corporation employee. A perforneanc
specification required that, on a particular clieatver application form, navigation from one figddthe next must
occur within 0.5 seconds. The specification furtteguired for the client system to be in Singagoreé for the server
system to be in Chicago. Furthermore, the spetidicaequired that we could not modify the prepad
application, which made an average of six synchusrdatabase calls across the wide-area network (&Nfield.

The objective as stated in the specification wachievable, because the specificatioovsr-constraineglit in fact
conflicts with the physical laws of our universéefe is no way that six round-trip network transioiss can occur
between Singapore and Chicago within the spanlbatsecond. Even if we could eliminate all compaiseof
response time except for the theoretically smadasbunt of time required for the data transmissibits fastest
theoretically possible rate (that is, if we couwdare the time consumed by cable, hubs, routezgjdbabase, and so
on), executing six round-trip communications petdiwill requireat least0.6 seconds per field.

Proof. Assume that all practical influences other tHanspeed of light have no effect upon
performance of field-to-field navigation. The spexddight in a vacuum is approximately 299,792,458
meters per second. The distance along the Eauntfige from Singapore to Chicago is approximately
15,000,000 meters. Therefore, the distance tragdrgaix round-trips for each field is 2 X 6 X
15,000,000 meters, or approximately 180,000,00@rmaqter field. Obeying the relationstuip rt, we

find thatt = d/r =~ 0.6 seconds per field. Reintroducing all of thegtical influences upon
performance that we have ignored up to now willyadgrade performance further. Therefore, the
requirement specification cannot be n@ED.

There isno wayto meet this specification without relaxing atdeane of its constraints. The most important
constraint to eliminate first was the requireméiat teach field must execute an average of six rduipsl between tr
client and the database server. The most impaotdahktof the existing performance improvement projess to show
the proof of why any project with the given speagation was doomed to failure. Until this proof beesknown,
people on the project had continued to waste tinteraoney in pursuit of an unattainable goal.

Good projects don't come from bad project spedifios. Whether the problem is sloppy targeting specification
that is utterly unattainable, you cannot affordh&se your performance improvement project upombyfa
specification.
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Chapter 3. Targeting the Right Diagnostic Data

Once you have correctly targeted the user actiong/fiich the business most needs performance insprent, it is
data collection time. Diagnostic data collectiothis project phase in which the typical performaacalyst really
begins to feel a sense of progress. There arefeerarguments in Oracle literature today about loow should go
about collecting performance diagnostic data. Hawethere should be. The way that you collect ybagnostic
data has a tremendous influence over a projedienpal for success. In fact, unless you are exaeally lucky, a
performance improvement project cannot proceedfegtyobotched data collection.

| hope that this chapter will surprise you. It déses a couple of very important flaws in the stmaddata collection
procedures that are deeply institutionalized inGinacle culture. In the hundreds of flawed Oraddgq@mance
improvement projects that my colleagues and | lelped repair, a contributing factor to failurenearly every
project was one or more errors in data collectigmfortunately, virtually every document written alb®@racle
performance prior to the year 2000 leads its retularake these errors. | believe that the commaeseramples
described in this chapter will forever change yattitude toward diagnostic data collect
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3.1 Expectations About Data Collection

The whole point of data collection in a performamprovement project using Method R is to collextponse time
data for ecorrectly targeted user actio™No more, no less. Unfortunately, many applicatiesigners have
complicated the data collection job significantlygroviding insufficient instrumentation in theipg@lications.

o Many companies, especially Oracle CorporationjrapFoving the response time
ey instrumentation in newer application releases.
wh o
SN

The data collection lessons you learn in this araptll make data collection seem more difficulathyou had
probably expected. The benefit of doing it righttiat you will reduce your overall project costsl alurations by
eliminating expensive and frustrating trial-andeemnalysis/response iterations.

A Method R performance improvement project proceadsh differently than a project that uses the eotional
trial-and-error approach introduced as Method Chiapter 1Figure 3-lillustrates the difference. A project
practitioner typically begins to feel like he is kireg real progress when the targeting and dat&cidin phases are
complete and he enters the analysis/response phaggerformance improvement project. The Methqat&ttitionel
typically reaches this milestone (markgah Figure 3-) before the Method R practitioner working on taeng

problem would (market). If you don't expect this, it can become a paditisensitivity in a Method R project. The
time between, andt, is when your risk of losing commitment to the n@ethod is at its greatest.

Figure 3-1. The targeting and diagnostic data colt#ion phases of Method R consume more time than in
conventional methods, but total project duration istypically much shorter
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Finishing the data collection phase quickly is th& goal of a performance improvement project. déreect goal is

to optimize the system with the smallest possitmestment of resources. Method R is optimizedHa goal. In

fact, my colleagues and | created Method R spedifico help our customers fix performance improeamprojects
that had dragged on for weeks or even months witlhn@aningful progress. In the overwhelming majootyethod

R projects we've led, we've been able to demoest@l to achieve the optimization goal within owerhof

obtaining correctly scoped diagnostic data. Onaehgve collected theéght performance diagnostic data, Method R
will require only a single analysis/response pheefere you'll make progress against your targesed action.

Method C practitioners spend most of their timé&ia-and-error mode trying to determine the caefeet
relationship between the hundreds of possible prolilauses and the business symptom that is moseah of
improvement. A huge inefficiency of Method C is theed to perform, on average, several iteratiormafysis and
response activities before you'll stumble uponrapm's root cause. Each iteration of analysisrasdonse tends
consume more time than the prior one, because stealgually try the easiest responses they cak diifirst, saving
the more time-consuming and expensive tuning dies/for later in the project after the cheaper&are discarded.

The final blow to Method C is that there's realtyquantitative way to determine when you're "fieighuning." In
many projects, Method C users never positivelytifiean actual contributory cause of a performapaeblem. Ever
in "successful” projects, practitioners spend weslanths, or even years without really knowing vleeta targeted
performance problem has been truly perfectgdihized or merely partially improvedined. The problem of not
knowing whether a user action could be further duleads to a condition that Gaja Vaidyanatha antl Reshpande
cleverly callCompulsive Tuning Disordgor CTD [Vaidyanatha and Deshpande (2001) 8]kéjthat CTD is a
debilitating condition caused hope More specifically, CTD is caused by an absencenaiplete information that
would allow you to prove conclusively whether thefprmance of a given user action has any room for
improvement. Method R fills this information gagingnating the possibility of CTD.

The first time you use Method R, collecting thegtiastic data will probably be the most difficultgste of your
project. For some applications, diagnostic datectibn is a cake walk. For other applications parodiagnostic da
collection can legitimately become quite a difficcthallengeChapter @escribes which kinds of applications are
easy and which are hard, and it illustrates sombefechniques that my colleagues and | have tesedercome
various challenges. The good news is that oncevgdigured out how to collect good diagnostic dataa targeted
user action in your application, the process walllbuch easier and less time-consuming on yourpgefbrmance
improvement project. Method C, on the other hant always suffer from the problem of multiple apsis/respons
iterations, regardless of where you are on the réeqpee curve.

| believe that in the future, most application a@fte vendors will make it very easy for users amalysts alike to
collect precisely the diagnostic data that Methog€uires. Newer releases of Oracle's E-Businets &ie
simplifying the diagnostic data collection proceamsg everything | hear indicates that the Oradiease 10 kernel
and application server software are headed inaheeglirection. If the dominance of methods analsgouMethod F
in other industries is any indication, then sucéessmplifying diagnostic data collection shoulcgptically
universalize the adoption of Method R for Oraclef@enance improvement projects.

Different Methods for Different Performance Problems?

Could it be that conventional methods are morecéffe for "simple" performance tuning problems, 3nd
that Method R is more effective for "complex" on&$fe problem with that question is this: How do
know whether a performance tuning problem is "sehpk "complex" without engaging in some kind of
diagnostic data collection?

One approach that we considered during the coniiruof Method R was to collect very easy-to-obtain
diagnostic data to use in deciding whether the rddfieult-to-obtain diagnostic data were even
necessary to collect. We found this approach tsufseoptimal. The problem with it is that there's
virtually no situation in which you can fertainabout cause-effect relationships without ¢berect
diagnostic data (and of course, sometimesthieectdiagnostic data are difficult to obtain). The dbu
and ambiguity that are admitted into a projecth®y analysis of easy-to-obtain diagnostic data hapid
deteriorate the efficiency of a performance improeat project. The thouglitocking fixations that I'v
seen caused by bad diagnostic data at many proegrotad me of a wonderful quotation attributed to
Cardinal Thomas Wolsey (1471-1530): "Be very, vaayeful what you put into that head, because you
will never, ever get it out."

=4
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A dominant goal during the construction of Methov&s that it must bdeterministic Determinism is
key attribute that determines how teachable (aoraate-able) a method can be. We wanted to ensyre
that any two people executing Method R upon a gpenfiormance problem would perform the same
sequence of tasks, without having to appeal tormpee, intuition, or luck to determine which step
take next. Our method achieves this by creatingglespoint of entry, and a well-defined sequentcié-¢
then-else instructions at every decision pointehéer.
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3.2 Data Scope

Good Oracle performance data collection requireglgtecision-making in two dimensions. You mustextlidata
for the righttime scopend the rightiction scopelet's begin by drawing a user action's respanse tconsumption
as a sequence of chunks of time spent consumingugaresources:igure 3-2shows the result. To keep it simple,
our imaginary system consists of only three tydegsource, calle€, D, andS. Imagine that these symbols stand
for CPU, disk, and serialization (such as the dratane access that the Oracle kernel imposes forsldekches, ar
certain memory buffer operations).Figure 3-2 the time dimension extends in the horizontalaios.

Figure 3-2. The consumption of three types of resoce over the duration of a user action
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We can denote a system that is executing sevezalkgtions at the same time by stacking such dgswmertically,
as shown irFigure 3-3 In this drawing, the action dimension extendthimvertical direction.

Figure 3-3. By adding a vertical dimension, this drawing dejets a system containing seven concurrent action
each consuming three different types of resource thugh time
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The following sections use this graphical notatioiilustrate why the data collection methods tinainy Oracle
experts have been teaching since the 1980s arallgatinat have been killing performance improvememijects all
over the world.

3.2.1 Scoping Errors

In the system shown iRigure 3-3 imagine that the targeting process describechiapter Zhas revealed the
following: the most important performance problesnthe business is that a user named Wallace endure
unacceptably long response time between timasdt,, as shown irrigure 3-4

Figure 3-4. This system's most important user, Wallee, experiences unacceptable performance in the tem
interval [t ;, t)]
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Wendolene
Prestan
Alexander
Wallace Cls|s|s|cC
Gramit
Nikalas
Shaun

i i 4, £

e In the following discussions, | shall use the mathagcal notation for alosed interval

:“ The notation 4, b] represents the set of values betwaemdb, inclusive:

wh

=
Ty

[a, b] = {all x values for whicka <x Eb}

From the picture ifrigure 3-4 it is easy to see that during the problem tinteriral, Wallace's response time was
consumed predominantly 8/and secondarily b€, as shown imable 3-1 Of course, repairing Wallace's
performance problem will require a reduction indifor Wallace's action spent consuming eitBesr C, or both.
Amdahl's Law indicates that any percentage redaéticonsumption o8 will have 1.5 times the response time
impact that an equivalent percentage reductiomitsemption ofC will have, because the response time contribution
of Sis 1.5 times the size of the response time cauntich of C.

Table 3-1. Resource profile for Wallace's action fothe time interval [t ,, t,]

Resource Elapsed time Percentage of total time
S 3 60.0%
C 2 40.0%
Total 5 100.0%

Perhaps the most common data collection error ¢eltect data that are aggregated in both dimesskigure 3-5
shows what this mistake looks like. The heavy, diagaround all the blocks in the entire figurdicate that data
were aggregated for all processes (not just Walipcend for the whole time interval,[t;] (not just [, t,]).

Counting the time units attributable system-widentythe [, t;] interval produces the resource profile shown in

Table 3-2 As you can see, Wallace's performance problem—wii know to have been too much time spent doing
S—has been thoroughly buried by all of the irrelevdaita that we collected. The result of the botattestd collection
will be a longer and probably less fruitful perfante improvement project than we want.

Figure 3-5. Collecting data that are improperly scped on both the time and action dimensions will copletely
conceal the nature of Wallace's problem in the timénterval [t ;, t.]
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From the data shown ifable 3-2 you simply cannot see th@is Wallace's principal problem root cause. It vabul
actually bearresponsibleto assume th& might be the root cause of Wallace's problem.

Table 3-2. Resource profile for the entire systenof the time interval [t, t.]

Resource Elapsed time Percentage of total time
D 66 47.1%
C 58 41.4%
S 16 11.4%
Total 140 100.0%

Unfortunately, the deeply flawed data collectiortimoel illustrated here is the default behavioBtdtspackthe
utlbstat.sqglandutlestat.sqkcript pair, and virtually every other Oracle penfiance tool created between 1980 and
2000. Of the most deeply frustrating performancprimement projects with which I've ever assistei, type of
data collection error is far and away the most commoot cause of their failure.

The remedy to the data collection problem must{ee@ed orboth dimensions. Repairing the collection error in
only one dimension is not enough. Observe, for gtanthe result of collecting the data showifrigure 3-6 Here,
the time scoping is done correctly, but the actioope is still too broad. The accompanying resoproéle is showr
in Table 3-3 Again, remember that ydunowthe root cause of Wallace's performance problem:a combination of
SandC. But the data collected system-wide provides appdievidence" quite to the contrary, even thoughdata
were collected for the correct time interval.

Figure 3-6. Collecting data that are scoped impropéy on the action dimension also conceals the natarof
Wallace's performance problem, even though the datevere collected for the correct time scope
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Table 3-3. Resource profile for the entire systenof the time interval [t;, t,]

Resource Elapsed time Percentage of total time
D 23 65.7%
C 9 25.7%
S 3 8.6%
Total 35 100.0%

Finally, examine the result of collecting datatioe correct action scope but the wrong time scapshown in
Figure 3-7 Table 3-4shows the resource profile. Once again, presemitbdhese data, even a competent
performance analyst will botch the problem diagsgsb. Wallace's problem 8andC, but you certainly wouldn't
figure it out by looking afrable 3-4
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Figure 3-7. Collecting data that are scoped improp#y on the time dimension also conceals the naturef
Wallace's performance problem, even though the datevere collected for the correct action scope
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Table 3-4. Resource profile for Wallace's action fothe time interval [t ,, t,]

Resource Elapsed time Percentage of total time
D 8 40.0%
C 8 40.0%
S 4 20.0%
Total 20 100.0%

From this sequence of simple examples, it is easgé why proper diagnostic data collection isitd to a
performance improvement project. The examples @ésarly reveal the identity of the two dimensiofang which
you can assess whether or not a given diagnodcodélection can be deemproper.

Reliable problem diagnosis cannot proceed unlessla collection phase produces response time
data for exactly the righime scopeand exactly the rigtdaction scope

3.2.2 Long-Running User Actions

When you have a really long-running user actionyaio need to collect performance diagnostic dataéhfe whole
thing? Perhaps you have an action that ran in ientes last week, but today it has already rurof@r four hours,
and you're wondering whether you should Kill it. {5mu have to restart the job in order to colleetiostic data for
it? Sometimes, | hear about batch jobs that ruséoeradaysbefore their users give up and terminate the jobs
instead of letting them finish. Do you really need to collect performance diagicakita for the whole job?

(11 In some of these cases, I've been able to prove thatjibihwere left to run to completion, it would not be abledmplete in our
lifetimes.

The answer is no. Of course, collecting performatiagnostic data for some subset of an actionfT®peance
problem duration introduces a type of time-sconmr, but it is actually useful to collect timekset diagnostic
data in some circumstances. For example:

e If a user action is supposed to rumiminutes, then collecting data for just m minutes will reveal at least
m minutes of response time that shouldn't exist.dxample, if a job is supposed to run in 10 minufesn 2¢
minutes’ worth of diagnostic data will reveal ade15 minutes of workload that shouldn't exist.

e If a user action consists of a long sequence dtite tasks, then performance diagnostic datkecigd for ¢
small number of the tasks will reveal the resoutnmsumed by the whole action, as long as the tasks
homogeneous.
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In Chapter 61 discuss some collection errors that might oétyour data collection process begins in the madsa
database action. But in many cases, collecting-tiuieset diagnostic data can help you along your. way

3.2.3 "Too Much Data" Is Really Not Enough Data

It is tempting to say that the scoping problem$ablesTable 3-2throughTable 3-4were the result of collecting "t
much data." However, the problem with these theseurce profiles was not necessarily in what datie@eollected

it is more an issue of how the data waggregatedLook again aFigure 3-5 There is plenty of information here to
produce a correctly scoped resource profile. Tldlpm withTable 3-2is in how the data frorRigure 3-5were
aggregated. The same can be said for Figtigege 3-6andFigure 3-7and their resource profiles. The problem is
not that the figures contain teouchdata, it's that their corresponding resource [@ofire aggregated incorrectly.

Poor aggregation is an especially big problem fojgets that use SQL queries of Oraedefixed views as their
performance diagnostic data sources. Oragleiews by their nature provide data that are eilyggregated for an
entire instance since instance startup, or fomdineesession since connection. For example, USBYSSTAT or
V$SYSTEM_EVENT is guaranteedo produce the action scoping errors depictedaibl@sTable 3-2andTable 3-3
Even meticulous use @BSESSTAT andVv$SESSION_EVENT makes you prone to the type of time scoping error
depicted inTable 3-4(as you can see by experimenting with vpyof program described i@hapter .

When used with careful attention to time scope clefsv$SESSTAT andv$SESSION_EVENT views provide a high-
level perspective of why a user action is takindgosw. However, for the next level of your diagrspsiou’ll need to
know details that$SESSTAT andv$SESSION_EVENT can't provide. For example, what if your prelintinanalysis
indicates that your targeted user action is spegntiast of its time waiting for the event calledh free? Then you'll
wish you had collected data frovaLATCH (and perhapg$LATCH_CHILDREN) for the same time interval. But even if
you had, you'll notice that neither fixed view cains a session ID attribute, so collecting propadiior-scoped data
about latches on a busy system will be impossible.

The problem of acquiring secondary detail data fusmiews is an extremely serious one. It's by no regast a
problem withv$LATCH. What if the dominant consumer of response tintelieen CPU service? Then you need
properly time- and action-scoped data at least freéspL. What if the dominant consumer had been waitsifare
scattered read? Then you need properly time- and action-scopéal aldeast fronvsrFILESTAT. What if the problem

had been waits faiuffer busy waits? Then you needswAITSTAT. In Oracle® there are roughly 300 events that beg for
details from any of dozens w$ fixed views. Even if you could query from all tleess views at exactly the right

times to produce accurately time-scoped data, atillde left with aggregations whose values &hbrt of what you
could acquire through other means.

Happily, there are at least three ways to acqbealtill-down data you need. The first doesn't weeky well. The
second is expensive, but you might already havedpability. The third is available to you for thece of the book
that you are holding. The following section expain
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3.3 Oracle Diagnostic Data Sources

There are at least three distinct ways to acceasl®s operational timing data:

e Querying Oracle fixed views using SQL (fixed viearge the views whose names begin with the prefix
GV$, Or X$).

e Polling Oracle shared memory segments directlybtaia the samgs data (that is, accessing the sarae
data without using SQL).

e Activating Oracle's extended SQL trace facilityetnit the complete historical timing activity of @wacle
session to a trace file.

Althoughvs data and extended SQL trace data look like quiterdnt things, it's all the same data, just prese
through different user interfaces.@iapter 71 describe where the base information comes from.

After devoting three years full-time to studying ted R and its data collection requirements, mg@eal opinion
on the merits of these three approaches is asmgilo

QueryingV$ data through SQL

Using SQL to acquire data frous fixed views is an excellent way to compile infotina aboutresource

consumptior(that is, to acquire information about how mamyes various resources have been visited). See

Tom Kyte's excellent example faitp://asktom.oracle.com/~tkyte/runstats.hfarimore informationvs data
are especially valuable during application develeptnUsing SQL to acquirtéming data through thes fixed
views, it's easy to get started experimenting Withcle's operational timing data. But for seveealions
listed inChapter 8the timing data you will obtain from this datauste are unreliable for several problem
types. Using SQL to acquitening data fromvs fixed views provides much less capability thandtieer two
approaches.

One fixed view callek$TRACE does provide a means to access extended SQLdatae
“'@ through SQL. However, thesTRACE feature is presently undocumented, unsupported,
and unstable. If Oracle Corporation fortifies #$8RACE facility in the future, it may
render obsolete my pessimistic comments aboutdlivn with fixed view data. But as of
Oracle release 9.2, the feature is not ready fodywstion use.

Polling V$ data directly from Oracle shared memory

If you already own a tool that allows you to prdpenanipulate the time scope and action scope of yo
diagnostic data, then high-frequency polling disefiom shared memory is probably an excellent apph
for you. High-frequency polling gives you diagnedtiata that reliably help you solve many types of
performance problem. However, attaching to shareghary and then storing gigantic masses of dataneju
either a lot of study and hard work, or a finangiaestment in a tool to do it for you. Such toais
expensive.
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Activating the extended SQL trace fac

The extended SQL trace facility also offers outdag diagnostic reliability, but without the reselaior
investment pain that high-frequency polling regsiiréhe principal disadvantage of using extended 8&de
is that you'll be able to collect diagnostic datdydor those user actions that you can expectreéfind to
exhibit suboptimal performance behavior. This cguire some patience when a performance problenrs
only intermittently. With polling, you'll be able ttonstruct properly scoped diagnostic data forkastprical
user action that you might like to analyze, boly if you have invested into enough un-aggregatedraiatic
data storage. Extended SQL trace data providegaailent low-cost substitute for high-frequencyling).

In Table 3-5 I've tried to translate my opinion into a numatiformat for your convenience.

o) This technique of creating the illusion that a reapinion can be manipulated
arithmetically is something | picked up from reagl®ar & Driver magazine.

| believe that extended SQL trace data offers s performance optimization value of the thregulistic data
sources identified in this chapter. In the pastéhyears, my colleagues and hatw.hotsos.conthave helped to
diagnose and repair production performance problamell over 1,000 cases usingly extended SQL trace data.
Our field testing has shown that, when used prgpére extended SQL trace feature &nninglyreliable
performance diagnostic tool.

Table 3-5. My opinion on the relative merits of thehree Oracle operational timing data sources. Sces
range from 1 to 10, with higher scores representingetter performance in the named attribute

Diagnostic data source
Attribute V$ fixed views| Oracle shared memory|] Extended SQL trace datg
Ease of getting results now 9 1 8
Ease of storing the retrieved data 7 1 10
Ease of parsing the retrieved data 8 1 7
Minimal invasiveness upon Oracle kerngl2 10 7
Minimal invasiveness upon other resourf8s 4 7
Capacity for historical drill-down analysi$ 1 8 7
Cost to develop tools to assist in analysis9 1 6
Diagnostic reliability 3 9 9
Total 45 35 61
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3.4 For More Information

Chapter fandChapter &contain the information you will need to put exded SQL trace data to use, as soon as
you're ready for itChapter rovides some guidance for you in the domain @fol@fsvs data sources. | do not
discuss in this text how to obtain performancernmiation directly from an Oracle SGA. Very few o&theople who
have figured out how to map the Oracle SGA aranglto talk about it publicly. Kyle Hailey is onegiessional wh
has figured it out and who has been willing to diéscthe process [Hailey (2002)]. As a technicidimd the subject
of direct Oracle SGA memory access to be irredestidowever, as a practitioner and a student afropation
economics, | have found Oracle extended SQL trate absolutely unbeatable.
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Chapter 4. Targeting the Right Improvement Activity

When you have collected properly scoped diagndistia for some targeted user actions, it's timétad out how to
repair the problem:

Execute the candidate optimization activity thdt hvéve the greatest net payoff to the business. If
even the best net-payoff activity produces insidfic net payoff, then suspend your performance
improvement activities until something changes.

Performing this task well requires thinking in tdistinctly different fields. First, there's the jdimat everyone knows
about: the technical job of figuring out which chgas might cause performance improvement. The aradhest you
mightnot have expected is the job of predicting the finahichpact of each change. This is the job that many
performance analysts don't do very well (most astalgon't do it very well because they don't trgadt at all). It is
the job that is almost impossible to perform witimeentional "Oracle tuning” methods. But by notdicéng the
financial impact of a change before you make itj igse the ability to make well-informed performanc
improvement decisions that suit the priorities ofiybusiness.
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4.1 A New Standard of Customer Care

In many ways, Oracle performance analysis isigtills infancy. The age of response time-basedriptition
methods—ushered in by the likes of Juan LoaizagRokl Mafialac, Anjo Kolk, and Shari Yamaguctis-eertainly i
big technical leap forward. But technical advanmegsesent only a part of our field's necessary grgath. The
standard of quality with which we treat our custosn@ur users, our managers, our consulting cliehis another
tremendous growth opportunity for us.

The Stanford Universitidiuman Subjects Manudlustrates how | believe we ought to treat oustomers. The
following text is an excerpt from the chapter dedt'Informed Consent" [Stanford (2001)]:

The voluntary consent of the human subject is albslyl essential. This means that the person
involved should:

e Have the legal capacity to give consent;

e Be so situated as to be able to exercise free pofraroice, without the intervention of any
element of force, fraud, deceit, duress, over-rieggtor other form of constraint or coercion;
and

e Have sufficient knowledge and comprehension ofstifgect matter and the elements involved
as to enable him or her to make an informed andleehed decision.

This latter element requires that all of the follogvbe made known to the subject:
i. The nature of the experiment;
ii. The duration of the experiment;
iii. The purpose of the experiment;
iv. The method and means by which the experimenthg tconducted,;
v. All inconveniences and hazards reasonably to beag(;

vi. The effects upon the subject's health or persoctwimay possibly come from his or her
participation in the experiment.

| find the idea ofnformed consergxtremely relevant to our profession. Thankfulgu Oracle analysts live under
the kinds of literally life-andieath pressures that medical practitioners dedl eviery day. But, regularly, many of
are enlisted to execute very technical tasks thatrfon-specialists understand, in situations thatlize very high
stakes for the customers who need our help. Theideof informed consent is a sort of "bill of higg" that protects
any customer who lives on the short end of thestetetter in a technology balance of power.

But living up to the standard of informed consentirtually impossible for practitioners who use tonventional
Method C Oracle tuning approach. The Method C teldgy simply doesn't provide you with the inforneetiyou
need to predict how a project—or even a small ptg@eproject—is going to turn out. You can't glur customers
something you don't know. One of the most imporbamtefits of Method R is that it puts within redhbk technical
tools that enable us to enact tmformed conserdgtandard of customer care within our profession.
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4.2 How to Find the Economically Optimal Performance Improvement Aavity

By now, you've probably noticed that a central theshiMethod R is carefuérgeting How you respond to your
diagnostic data fits the theme. Your response stmef three targeting steps:

1. First, the analydiargetsthe user actions for which performance improvenpeovides the best potential
economic value to the busine§hépter 2.

2. Next, the analydtargetsthe correct time scope and action scope for disti;data collectionGhapter 3.

3. Finally, the analystargetsfor implementation the performance improvemenivagtwith the best expected
net payoff Chapter 4.

As | described irChapter 1the data format that best facilitates this tlict of targeting is theesource profile
However, a resource profile is only part of theomfation that you'll need. After you learn from yoeasource profils
where a user action's time went, your next stép isine the diagnostic data to determivigy a targeted component
of response time took so long. Fortunately, if awe collected well-scoped extended SQL trace tiada,

everything you'll need is already in your possessiioyou havenot collected well-scoped extended SQL trace data,
then you probably shouldn't have escaped the booindsapter Just yet.

Once you have collected properly time- and actiooped diagnostic data for each of your few (oniéve) targeted
user actions, the following algorithm combines téehnical and financial analysis elements requioeveal the
optimal action for your business:

1. For each targeted user action:

a. Assemble your diagnostic data into a format thshgou attribute root causes to elements of the
action's response time consumption.

b. Estimate the net payoff of the best few optionsperformance improvement. Add the option and its
expected net payoff to the list of candidate panfmce improvement activities.

2. From the list of candidate performance improvenaetivities, determine which activities will providee
best net payoff for the business.

When you've performed these steps, you've idedtifie performance activities that will most bengditir business.
The next thing you'll do is set this book down gladconvert your performance improvement plan iegity.

o Method R is a significant departure from converdicituning” approaches. Method R is
not about chasing down a list of ratios or evernt wagnts that look suspicious. It's about
w 4.  aligning the priorities of performance improvemetith business neecdrour business

' drives prioritization decisions in an optimized foemance improvement project, not your
technology.
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4.3 Making Sense of Your Diagnostic Data

Part Il contains all the information you will nedrespond to properly scoped performance diagndstia. As you'
see, the Method R pathway through your diagnostia & deterministic. Therefore, assembly of rawd@r trace
data into something you can analyze convenientytask that can be automated. Some form of auiomiat
essential if your job includes analyzing severagjai®/tes of raw trace data. At the time of this wgt | am aware of
three tools that Oracle Corporation provides tehel

tkprof

tkprofis a trace file formatter that takes raw Orachedrdata as input and emits a text file that shows
performance statistics aggregated by SQL staterdéifitrent command-line options allow you to seltt
order in which the SQL statements are shawprof was designed for unit-level performance testinGQL
applications, and it does an excellent job in tbi. Oracle®is the first release in whidkprof processes the
Oracle "wait event" data required by Method R. Pviersions otkprof simply ignore the wait dataChapter
5 explains the significance of Oracle "wait eventEdr more information abotkprof, see the Oracle
Performance Tuning Guide and Refere(itgp://technet.oracle.conandMetaLinkdocuments 41634.1,
29012.1, and 1012416.6.

trcsummary

trcsummaryis a tool that Oracle Corporation advertises as available for general customer use." It uses
awkandnawkto parse an Oracle trace file and provide singlaput to that produced hikprof. It was
apparently designed to overcome some of the defis of earlytkprof releases. For more information ab
trcsummary see Oracl®etalinkdocument 62160.1.

Trace Analyzer

Trace Analyzer is a set of SQL*Plus scripts and3®L code that reads a raw SQL trace file, loadsdtgen
into a database, and then prints a detailed repate Analyzer is capable of processing Oracleat"awent”
data. For more information about Trace Analyzee, GeacleMetalinkdocument 224270.1.

Of these three options, Oracle's Trace Analyzdréasnewest and most comprehensive, but it is alsonost
cumbersome to use. It is very slow, and the prodigiquantity of un-prioritized output that it emiten require days
of analysis to decipher.

The trace file analyzer | use is a commercial pové@duwhich | meddled while Jeff Holt did all theal work, called
theHotsos Profilef™. We built the Hotsos Profiler because no other doathe market took us frontata collectedo
problem solve as fast as we needed. The Hotsos Profiler talsts jfew seconds to convert a multi-megabyte
extended SQL trace file into an HTML document tieateals the root cause of virtually any performapiablem
within two mouse clicks. With Hotsos Profiler outpuexpect to understand the net payoffs of allbragt
performance improvement options within one houa@juiring a properly scoped trace file. You cardrabout the
Hotsos Profiler abttp://www.hotsos.com

Once you have assembled your diagnostic data ifdmaat that you can analyze, your next job ise¢tednine how
you might go about improving the performance ofryiaugeted user action. Your work at this pointdrees a brie
iterative process that looks something like this:
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1. Use the resource profile to identify the componeftesponse time that appears to offer the begtaeff
opportunity. Then find the diagnostic data elemémas will illustrate why the components accountgo
much response time.

2. Assess ideas that you believe will best reduce sipgnt in the response time component targetetginls Tc¢
do this, you'll typically test a performance impeavent idea on a testing system. The result of auelst
provides the data you need to forecast the netfpafa project to implement an idea. Assess enddghs to
convince yourself that you're not overlooking aimyhhpayoff performance improvement opportunities.

| defer the technical details of how to executeséhsteps to Part Ill. The remainder of this chaigtdevoted to the
task of forecasting the net payoff of a project.
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4.4 Forecasting Project Net Payoff

The point of a performance improvement proje@dsnomic optimizatianVhen you undertake a performance
improvement project, you're implementing a williggs to make a time and materials investment inasgd for an
improved amount of economic value coming out ofdygtem. Optimizing successfully requires that ezgjour
work steps be aimformedaction. That is, you should know the costs ancefhienof every step you takeeforeyou
take it.

The rule that should guide your behavior is simpkfore making any investment, you should undedstha
expectechet payoffof that investment. Theet payoffof a project is the present value (PV) of the gectgbenefits
minus the present value of the projectsts The concept of present value is conceptually Emp

A dollar today is worth more than a dollar tomorrdvecause the dollar today can be invested to start
earning interest immediately. [Brealey and Mye@88), 12]

The PV formula is the tool you need to "normaliigttire cash flows into preseday dollars so that you can make
apples-to-apples comparison of investments andffsajtat are expected to occur at different tinrethe future. To
forecast the net payoff of a proposed project, tgen'll need to execute the following steps:

1. Forecast the business benefits of the proposedtacind the timings of those benefits.
2. Forecast the business costs of the proposed gdivit the timings of those costs.

3. Compute the PV of each cash flow component by usiadormula:
PV = {_
1+r

whereC is the future cash flow, ands the rate of return that you demand for acceptielayed payment.
Microsoft Excel provides a built-in PV function perform this calculation.

For example, if you expect a rate of returm 6f0.07 (this is the approximate average rate tofneof the
U.S. stock market over the past 90 years), theptbsent value of a dollar received one year from is
only about $0.934579. In other words, if you exge@b rate of return, receiving $1 in one yearfis o
equivalent value to receiving $0.934579 today. fdason is that you can invest $0.934579 todayijfarali
receive 7% interest on that money, in one yeailitog worth $1.

4. Compute the net payoff of the proposed activitysbgnming all the benefit PVs and subtracting allabst
PVs.

Once you know the PV of each proposed activity, §auwour project's decision-maker) can make simple
comparisons of proposed activities based on tlstiimated financial values.

4.4.1 Forecasting Project Benefits

The resource profile vastly simplifies the taskarkcasting the business benefit of a proposespaence
improvement activity. | remember painfully the dédgfore Method R, when the only ways we had todase
business benefits were to extrapolate well beyandmathematical rights to do so. For example, |reanember
when professional analysts used to forecast reldtshis:
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"l have reduced the number of extents in your salder table from 3,482 to just 8. It is expecteak t
this improvement will increase across-the-boardeDihtry performance by 30 percent.”

"Increasing the buffer hit ratio from 95 to 99 pemtcan yield performance gains of over 400 pertent

I havebooksthat say stuff like this. Did you ever wonder wdarnumber like "30" or "400" comes from in
statements like these? Unless such a number cooresafproperly scoped resource profile, then youwdually be
assured that it came from a place where unsubatadtestimates hide when they're not being draftedservice by
a consultant whose earnings capacity relies upabdity to inspire customer hope.

o | always derive a kind of sinister enjoyment wheseé benefit statements written with

phrases like, "It is expected that...." The uspasfsive voice in situations like this is a

w) #.  grammatical tool that authors use when they wantake it possible later to disassociate
' themselves from their own guesses.

I hope this book will help you both make betterfpgnance improvement decisions and insist uporebdgcisions
from the professionals who are supposed to berglgiu.

4.4.1.1 Monetizing the benefits
There are two steps in forecasting the benefits oposed performance improvement action:

1. Estimate the amount of response time you can editaifrom a targeted user action. Part |ll descritmes to
do this.

2. Estimate the cash value to the business of thabns® time improvement. Arithmetically, this cabtion is
straightforward. It is the product of the followitigree quantities:

The number of seconds you can remove from a usenac

multiplied by

The number of times the user action will be exetateer the period during which the business
benefits are being forecast

multiplied by

The cash value of one second of response timeetbukiness

Step 1 is simple in practice. As you'll learn irrtRH, a resource profile generated on a producsgstem provides i
thebeforetiming statistics you need, and a resource prgileerated on a test system helps you forecastaftaur
timing statistics. Step 2 is usually simple as yatiil it comes time to estimate the cash valuers second of
response time to the business. Many businessedysiopt know this number. Some businesses doekample,
your company may already know information like fbkowing:

Improving the speed of the return materials augaion process from 5 days to 2 hours will be
necessary to prevent losing our largest retailoznst. An annual sales impact of over $100,000,000
hangs in the balance.

Reducing the time it takes to invoice our custonfiens) 4 days to 1 day will reduce our working
capital requirement b€ 325.000.

Improving the performance of the form through whiehr users pay invoices will improve accounting
staff morale, reduce staff turnover, and reducetowe wages, resulting in annual cost savings efrov
£60.000.

Increasing the number of orders processed on stersyfrom the current state of 40 orders in a peak
hour to 100 orders per hour will increase annulgssgevenue by over ¥100,000,000.
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For businesses that don't have such concrete Fdpkai-second value specifications, it is usualhpd enough to
express project value in terms of un-monetizedaese time savings over some reasonable periodsutirey net
payoff statement might look like this:

| expect Project A to be complete within two weeaks cost of $10,000. | expect as a result, we will
reduce end-user response times by over 128 hourggak.

With the "dollar"-per-second value specificatiorhizind, though, the net payoff statement makesideemaking a
little easier:

| expect Project A to be complete within two weaks cost of $10,000. | expect as a result, we will
reduce end-user response times by over 128 hourggak, which will save the company over
$70,000 in labor expenses per year.

Monetizing the expected benefits of a project temfan unnecessary academic exercise. This isiabpdigely in
projects in which the cost of the appropriate reyraction is low compared to the obvious businessevaf the
repair. For example, the following requirementgyewidely from very vague to very specific. Howewvesach
provides a perfectly legitimate level of detailit® place:

I don't know how long this report should run. Itjkeow that how long it's running now can't be tigh
We'll appreciate anything you can do to help.

We can't live with the application unless you caduce the response time for this transaction from
several minutes down to only a couple of seconds.

This transaction must respond in 1.0 seconds erite85% of executions.
This transaction must consume less than 13 mibisds on an unloaded system.

I explain inChapter how and why you might formulate extremely detailequirements like the final two shown
here with only the limited information availabl®fn an application unit test. In such detailed dpetions, it will
usually be important for your project sponsor teigts a business value to the requirement. I'veestad several
projects that survived only because during the smof the project, the project sponsor relaxedrséeé his original
specifications when he found out how much it wasgdo cost to actually meet them.

4.4.1.2 If you can't monetize the benefits

It's often not a problem if you can't reasonablgragimate the "dollar-pesecond value of response time reducti
If the remedy you propose iisexpensive to obtain, then your project sponsor pvdbably never require a cash
benefit justification. In this case, the only parseho will really miss the data y@u—you’ll miss the opportunity to
quantify the financial impact of your good worktlie remedy you propose is very expensive, thenatility to
affix a reasonable value to your expected resptimsesavings will result in one of three outcomes:

e Your project sponsor will estimate the financiahbft and make a well-informed financial decisidioat
your project direction.

e The project will be allowed to continue in spitetbé lack of objective financial justification, v may or
may not be a mistake—you won't know until the projedone.

e The project will simply be called off on the grownithat "it will cost too much."” The best way | kntav
combat a project termination threat is to provefih@ncial benefit of the project net payoff. Ietproject
can't stand up to the scrutiny of financial justfion, then termination is almost certainly trghtianswer.

The financial benefit estimation task is in plaokely to provide the data that you or your projgmbnsor will need t
make financial decisions about your project. lothmg more than that. Don't diminish your credibiby letting
unnecessarily detailed forecasting of businessavlabg down your project.
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A Warning About Thinking in Percentage Units

The resource profile format makes thinking in patages easy. If a performance improvement actiity

will eliminate x percent of some duration that accountsyfpercent of your total response time, then|the
action will eliminatex X y percent of your total response time. For exanipigu can eliminate 50% df
some duration that accounts for 80% of your tataponse time, then you'll reduce total response tifn
by 40% (0.5 X 0.8 = 0.4).

But beware any time you use percentages as degizding tools. Percentages are always susceptiple
to ratio fallacies. For example, which is betterimprove response time by 20%/Afor to improve
response time by 90% 8f The correct response to the question is thatowitknowing the values &
andB, you can't answer the question. If you answeritted or B, then you have become the victim pf
a ratio fallacy.

4.4.2 Forecasting Project Cost

Forecasting a project's net payoff requires bdtirecast of benefits and a forecast of costs. Estawcostsis the
easier of the two tasks, because there's so mudhinfeastructure in place to help you do it. Lofgeople are good
at estimating the level of investment required'yossbmething. Consultants, for example, take caunrs@roposal
development that fine-tune their skills in estimgtproject costs. Consultants who can't estimaiggtr costs with
reasonable accuracy go out of business (and typiten go to work for other consultants who can).

For you to produce reasonable project cost forecgeu of course must understand the tasks theb&ilequired to
implement a proposed performance improvement. ¢ lpmovided a lot of information in Part 11l thahdpe will
stimulate you to better understand many of thoslestand materials.

What Is Your Project's "Cost Constraint"?

Many people, when asked "What is your project cosistraint?”, are tempted to give a fixed numerigal
answer like "ten thousand dollars.” But a goodriiial officer would probably answer that the real
constraint depends upon the value of the improvétoeethe business and the rate of return on
investments that the business requires.

"

For example, imagine that the presumed budgetaniy is $10,000. Say that the return on investmen
that the business requires is 35%, and imagineythave identified a performance improvement that
will bring an incremental $1,000,000 of value ty=r to the business. Then if the business cap trul
trust your $1,000,000 estimate of benefit valushituld be willing to invest up to $740,741 intaiyo

project. The analysis boils down to whether the($741 that the business will have to procure fram|u
budgeted sources can be expected to fetch a higtuen in your project or elsewhere.

4.4.3 Forecasting Project Risk

Even the best projects usually miss their forecdisis virtually impossible to predict the precisenefit or cost of
any complicated activity. Therefore, the best fasters integrate the concept of risk into theiessments. Before a
project has completed, its cost and benefit ardaamvariables. A random variable is a concept itethematicians
use to describe the result of a process that cdrenptedicted exactly, but that is constrainecime understandable
way. Each variable has an expected value, butleaslproperties of variance that you need to uraleilgjoing into
the project. Financial analysts use the word "risktefer to what statisticians measure as "vanétjKachigan
(1986); Bodie, et al. (1989)].

It is possible to measure the risk of a project ttzs occurred in the past, if you have data fraough projects to
draw statistically valid conclusions. To considenhit is possible to measure project risk, imaghma thirty
different project teams were to embark upon thiagntical performance improvement projects. Itisually
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inconceivable that all thirty projects would comeat the exact same cost and deliver the exact bamefit. If we
could perform such an experiment in real life, tigth so many project teams participating, we waadtually have
enough data at the conclusion of our experimedetermine a statistical pattern in the costs amefits. If you wert
to plot a histogram of, for example, project c@stsoss all thirty executions of the project, yoghiend up with the
one shown irFigure 4-1

Figure 4-1. Thirty executions of a project all camen at different costs

]
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The costs depicted irigure 4-1exhibit a clear tendency to cluster around theedl5,000 (imagine that this figure
represents units of your local currency). If thetamumbers happened to be skewed rightward andbditstd over a
wider range, like the ones shownRigure 4-2 then, quite simply, the project's risk is greatieere's a greater chance
that the project will overrun its cost estimate.

Figure 4-2. The larger cost variance for this projet indicates increased project risk
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If you had the luxury of having project cost andéiit data from large numbers of projects thatex@&ctly like the
one you're undertaking, then of course you'd lmg bdtter able to predict the true cost and beoéffour project.
But you probably don't have this kind of data uslggu're a company that does the same type ofqiroyer and
over again. (Companies who execute the same typejifct over and over again can get quite goguteticting
project costs and benefits.)

Several factors influence the risk of cost overrand benefit shortfalls in a project. The dominfaetor is
experienceDoing something that nobody has ever done béfanaderstandably risk-intensive. But even exeguéin
simple project with a team that has never donefibie can produce unpredictable results. Experiesmiethe only
thing, though. One of my favorite lessons frometiibk is this one [Pelz (2000)]:
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Practice makepermanentOnly perfect practicenakes perfect.

This is a scientist's way of saying that just beeasomeone has done something ten thousand tiraeg'dmean he
does it welll A consistent track record of success in similajgmts is a tremendous risk reduction factor.

(1] A related observation is this: meeting a given qualitydsteshensures onlgonsistenjuality, not necessarilyigh quality.

You can get as fancy at forecasting variances asmamt. However, don't lose sight of the goal afiyadventures in
risk forecasting. What you're really looking fortige ability to predict two things that your custmmeeds to know,
and that can come directly from the "informed coseext cited earlier in this chapter:

v. Allinconveniences and hazards reasonably to beazgd

vi. The effects upon the subject's health or persociwimay possibly come from his or her participaiiothe
experiment

You'll never be able to predict the exact costslaamkfits of every project action you recommend, By using the
techniques described in this book, you will be dbleefine your predictive abilities very rapidly.

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-4-SECT-4
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Book: Optimizing Oracle Performance
Section: Part II: Reference

Chapter 5. Interpreting Extended SQL Trace Data

To succeed, a performance analyst must underdternidriguage in which a system communicates infoomatoout
its performance. Unfortunately, for over a decade,domain of Oracle time statistics has been étleeomost
misunderstood areas of the Oracle kernel. To utateighe response time instrumentation that thel®kernel
provides, you must understand how the Oracle kénteracts with its host operating system. It is tiperating
system that allocates resources to the Oracle kproeess itself, and it is the operating systeat #ctually supplies
the timing statistics that Oracle uses to desdtéhewn performanc

URL http://safari.oreilly.com/059600527X/optoraclep-CHP-5
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Book: Optimizing Oracle Performance
Section: Chapter 5. Interpreting Extended SQL Trace Data

5.1 Trace File Walk-Through

| believe that the best way to begin the study a2 operational data is with a tour of Oraddtended SQL trace
output. SQL trace output is unsurpassed as an gdnaband diagnostic aid, because it presentsealisequential
recorded history of what the Oracle kernel doegaponse to an application's demands upon theataab

The SQL trace feature has been a part of the Okacteel since Version 6, which should be older thay version of
Oracle that you are currently running. In 1992 hviite release of the kernel Version 7.0.12, Or@dgporation
significantly enhanced the value of SQL trace dgtadding information about the durations of nonJa@nsuming
instructions that the Oracle kernel executes.

Let's begin our study with the "Hello, world" of &xte response time dataxample 5-1shows one of the simplest
SQL*Plus sessions you can run. The session acsithteextended SQL trace mechanism for itselhdhtqueries tf
string "Hello, world; today isysdaté from the database and exits.

Example 5-1. Input for a SQL*Plus session that gemates extended SQL trace data for a simple query

alter session set max_dump_file_size=unlimited;

alter session set timed_statistics=true;

alter session set events '10046 trace name context forever, level 12';
select 'Hello, world; today is '||sysdate from dual;

exit;

The trace file shown ikxample 5-Zeveals the sequence of actions the Oracle kparedrmed on behalf of this
session. If you've learned to view SQL trace datg through the lens of Oracldlgrof, then you're in for a treat. |
upgrading your understanding of extended SQL tdate in the raw, you'll earn the ability to diagaosore classes
of performance problem than can be detected tkjitof alone. After becoming fluent with raw trace dateny
analysts are surprised by how many deficiencieg fine in tkprof.

Example 5-2. Raw extended SQL trace data producedyla SQL*Plus session usinggxample 5-1as input

/u0l/oradata/admin/V901/udump/ora_9178.trc

Oracle9i Enterprise Edition Release 9.0.1.0.0 - Production
With the Partitioning option

JServer Release 9.0.1.0.0 - Production

ORACLE_HOME = /u0l/oradata/app/9.0.1

System name:  Linux

Node name: research

Release: 2.4.4-4GB

Version: #1 Fri May 18 14:11:12 GMT 2001

Machine: 686

Instance name: V901

Redo thread mounted by this instance: 1

Oracle process number: 9

Unix process pid: 9178, image: oracle@research (TNS V1-V3)

** SESSION ID:(7.6692) 2002-12-03 10:07:40.051
APPNAME mod="SQL*Plus' mh=3669949024 act="ah=4029777240

PARSING IN CURSOR #1 len=69 dep=0 uid=5 oct=42 lid=5 tim=1038931660052098 hv=1509700594
ad='50d6d560'

alter session set events '10046 trace name context forever, level 12'

END OF STMT

EXEC #1:c=0,e=1,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4,tim=1038931660051673

WAIT #1: nam='SQL*Net message to client' ela= 5 p1=1650815232 p2=1 p3=0

WAIT #1: nam='SQL*Net message from client' ela= 1262 p1=1650815232 p2=1 p3=0

PARSING IN CURSOR #1 len=51 dep=0 uid=5 oct=3 lid=5 tim=1038931660054075 hv=1716247018
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ad='50c551f8'

select 'Hello, world; today is '||sysdate from dual

END OF STMT

PARSE #1:c=0,e=214,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4,tim=1038931660054053
BINDS #1:

EXEC #1:c=0,e=124,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4,tim=1038931660054311
WAIT #1: nam='SQL*Net message to client' ela= 5 p1=1650815232 p2=1 p3=0
FETCH #1:¢=0,e=177,p=0,cr=1,cu=2,mis=0,r=1,dep=0,09=4,tim=1038931660054596
WAIT #1: nam="SQL*Net message from client' ela= 499 p1=1650815232 p2=1 p3=0
FETCH #1:¢=0,e=2,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=0,tim=1038931660055374
WAIT #1: nam='SQL*Net message to client' ela= 4 p1=1650815232 p2=1 p3=0

WAIT #1: nam='SQL*Net message from client' ela= 1261 p1=1650815232 p2=1 p3=0
STAT #1 id=1 cnt=1 pid=0 pos=0 obj=221 op="TABLE ACCESS FULL DUAL '
XCTEND rlbk=0, rd_only=1

It's not difficult to step through a trace filegtsmall by hand. At the end of this chapter, Bcribe each action in
overview, to give you a feel for what kind of dgtau'll find in the trace file. In the meantime,'$gjust hit the
highlights.

At the beginning of a trace file is a preamble, atthieveals information about the trace file: itmeathe release of
the Oracle kernel that generated it, and so ont dexline that identifies the session being tda@®ssion 7, serial
number 6692 in our case), and the time the lineemaitted. Notice that the kernel identifies eve@lSstatement
used by the session irPARSING IN CURSOR section. Thi®ARSING IN CURSOR section shows attributes of the SQL
text being used, including the SQL text itself.

The action lines in a trace file are lines begignivith the token®ARSE, EXEC, andFETCH (and a few others) and t
WAIT lines. EaclPARSE, EXEC, andrFETCH line represents the execution of a single databaléeThec ande statistic:
report on how much total CPU time and total elapised, respectively, were consumed by the call eDghatistics

on a database call line reveal the number of Ofzloleks obtained via operating system read cgjlsi( by two
modes of database buffer cache retriestdlof consistent-mode reads anadfor current-mode reads), the number of
misses on the library cache endured by the ead),(and the number of rows returned by the callThetim value at
the end of each database call line lets you kngwagimately what time it was when the databaseamtipleted.

ThewaAlT lines are an exciting "new" addition to Oraclectrdiles, since they have been available only saimait
1992. ThesavAIT lines are part of what distinguistittendedQL trace data from plain old regular SQL traceada
EachwaiT line reports on the duration of a specific seqeersfanstructions executed within the Oracle kernel
process. Thela statistic reports the response time of such aeserpiof instructions. Them attribute identifies the
call, and the1, p2, andp3 values provide useful information about the aalhiformat that is unique to each different
nam value.

ThesTAT lines don't convey direct response time informatiatil Release 9.2. However, even prior to 9.8y'tte of
immense use in performance analysis, because tmgio information about the execution plan that@racle
query optimizer chose for executing the cursor's S&hally, thexcTeND line is emitted whenever the application
being traced issues a commit or a rollback insibact

That's it. Everything you need to account accuydtal a session's response time is in the traee®@he of the best
things about the data is that you canesesctlywhat a session did during the course of its exesuYou don't have
to try to extrapolate details from an average, éikeessings data forces you to do. All the details are laidl iaufront
of you in chronological ordéH, and they're stored in an easy-to-parse ASCII farma

(1] There are a few inconsequential exceptions to strict chroisalagrdering, which you shall see shortly.
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5.2 Extended SQL Trace Data Reference

One of the reasons for Oracle Corporation's enosmsaacess in the high-performance database maritet easy
accessibility of detailed response time data. Bagopwith extended SQL trace files and extendirmgulhout
several fixed views, the Oracle kernel provides gththe detail you need in order to kneviyan application has
consumed exactly the response time that it did.drthe thing that might be missing is whether yoderstand how
to exploit all that detail. Filling this gap is tiession of my work in this book.

5.2.1 Trace File Element Definitions

Several good sources exist to describe the forfnedch trace file line [OraclEletaLinknote 39817.1; Kyte (2001)
464-475; Morle (2000) 133-142]. However, none dglae®nough to enable full accounting of sessiopaase time.
Full response time accounting is the goal thatwilachieve with the book you are reading now. Toléowing
sections describe the meaning of each of the prdoce-related statistics reported in Oracle's elerBQL trace
data.

5.2.1.1 Cursor numbers

Each line emitted to a trace file corresponds t® '@ttion” executed by the Oracle kernel prograathHine uses tt
string#ID to identify a cursor upon which the kernel perfedrthe action. For example, the following line skaw
fetch executed upon cursar.

FETCH #1:¢=0,e=177,p=0,cr=1,cu=2,mis=0,r=1,dep=0,09=4,tim=1038931660054596

The cursor numbers are relevant only within thepeaaf the trace file. Furthermore, the Oracle kienmakes a cursc
number available for reuse within a trace file whetursor is closed. Hence, trace file lines coimgireferences to
given cursor number do not all necessarily refehtosame cursor. Fortunately, a given trace flgains a time-
ordered record of every cursor creation; ea@RSING IN CURSOR token indicates a cursor birth (or rebirth). For
example, the following are tweARSING IN CURSOR lines from the trace file iExample 5-2

PARSING IN CURSOR #1 len=69 dep=0 uid=5 oct=42 lid=5 tim=1038931660052098
hv=1509700594 ad="'50d6d560

alter session set events '10046 trace name context forever, level 12'

END OF STMT

PARSING IN CURSOR #1 len=51 dep=0 uid=5 oct=3 lid=5 tim=1038931660054075
hv=1716247018 ad='50c551f8'

select 'Hello, world; today is '||sysdate from dual

END OF STMT

The firstPARSING IN CURSOR section indicates that cursar was associated with the TER SESSION statement.
Later in the same trace file, the Oracle kerneseguD#1 for the cursor associated with thELECT statement.

5.2.1.2 Session identification and timestamps

A line beginning with the token* indicates the system time obtained immediatelpigethex line itself was
emitted to the trace file. For example:

** 2002-12-02 22:25:53.716
*** SESSION ID:(8.6550) 2002-12-02 22:25:53.714
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This information helps the performance analyst &talglishing a mapping from Oraclets value clock to the system
wall clock. The Oracle kernel helpfully emits*aline into the trace data any time there has besgraficant amour
of time (tens of seconds) elapsed since the emigdithe previously emitted trace line. This featig helpful
because it allows you to resynchronize your undadihg of the correct wall clock time over largasp ofwAIT
lines, which contain approximate elapsed durat{em}, but no internal clockif) values. If you want to emit this
line yourself to your trace data, you can do s@ddling DBMS_SYSTEM.KSDDDT.

A line containing the tokeBeSSION ID:(m.n) identifies the trace file lines that follow tlsessioN ID line as being
associated with the Oracle session WHBESSION.SID=m andv$SESSION.SERIAL#=n. The session identification lines
help you ensure that you are analyzing the cotrace file. In Oracle multithreaded server (MTShfigurations, the
lines are especially valuable, because each Okactesl process can service requests on behalf of i@aacle
sessions. Lines containing a session ID signal lwbéssion's work is represented in the raw traes lihat follow.

Did you notice that the timestamp and session ifieation lines shown here are printed out of tisegjuence? (The
first line marks time 22:25:53.716, and the secomnel marks a time 0.002 seconds earlier.) This phenon is
similar to the one described laterSection 5.2.1.4

5.2.1.3 Application identification

If the application has set its module name or actiith theDBMS_APPLICATION_INFO package, then the Oracle
kernel will emit amaPPNAME line when level-1 SQL tracing is activated. Foaewple:

APPNAME mod="SQL*Plus' mh=3669949024 act=" ah=4029777240

The individual values in this line are as follows:

nmod
The name of the module set with #$&r_mobuLE procedure.
mh
A "hash value" that identifies the module.
act
The name of the action set with eitls&m_MODULE or SET_ACTION.
ah

A "hash value" that identifies the action.
5.2.1.4 Cursor identification

A PARSING IN CURSOR section contains information about a cursor. Bangple:

PARSING IN CURSOR #135 len=358 dep=0 uid=173 oct=3 lid=173 tim=3675359494 hv=72759792
ad="bb13f788'

select vendor_number, vendor_id, vendor_name, vendor_type_lookup_code, type_1099,
employee_id, num_1099, vat_registration_num, awt_group_id, allow_awt_flag, hold_all_
payments_flag, num_active_pay_sites, total_prepays, available_prepays from po_

vendors_ap_v where (VENDOR_NUMBER LIKE :1) AND ( active_flag = 'Y' and enabled_flag =
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'Y") order by vendor_number
END OF STMT

ThePARSING IN CURSOR line itself contains information about cursaw. Text between theARSING IN CURSOR line
and the correspondireND OF STMT line is the cursor's SQL text. The Oracle kerrselally emits this section at the
conclusion of a parse call, just before the keemeits a cursor'BsarsE line. However, if tracing was not active when
the parse call completed, the kernel will usuathjitenear the beginning of the trace data (just teetbe completion

of the first traced database call, but potentiafter one or morg/AIT lines), as if the Oracle kernel were executing
the following pseudocode:

# Upon completion of Oracle kernel activity required by a db call...
if SQL tracing level >= 1 {
if db call is PARSE or pic[cursor_id] is unset {
emit "PARSING IN CURSOR" section
pic[cursor_id] =1

emit statistics for the db call

}

Thus, Oracle reveals information in the tracedib®ut a cursor even if tracing was not active atctbnclusion of the
cursor's parse call.

EachPARSING IN CURSOR line contains the following information about asar:

I en
The length of the SQL text.

dep
The recursive depth of the cursordép=n + 1 cursor is a child of songep=n cursor =0, 1, 2, ...). Several
actions motivate recursive SQL, including datalmsks that require information from the Oracle datse
dictionary, statements that fire triggers, and RL®locks that contain SQL statements. Seetion 5.3.3
later in this chapter for further discussion of thecursive™ SQL relationship.

uid
The schema user ID of the user who parsed thenstate

oct
The Oracle command type ID [Oracle OCI (1999)].

lid
The privilege user ID. For example FRED calls a package owned bge, then a SQL statement executed
within the package will havewd that refers t&RED, and anid that refers taoE.

tim

If atim value is 0, themMED_STATISTICS for the session was false when the databaseralivtould have
been calculated. You can thus confirm whetheD_STATISTICS was true by observingn values. In our
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field work, my colleagues and | have found thatc#ipenon-zeraim values associated WitHRRSING IN
CURSOR sections are largely irrelevant.

In Oracle9, tim is a value expressed in microsecondggt 0.000 001 seconds). On some systems (such as
our Linux research servers field values are unadulteratgetimeofday values. On other systems (like our
Microsoft Windows research machines), the origianofield values can be much more mysterious. In
releases prior to Oracle@m is av$TIMER.HSECS value expressed in centiseconds (1 c¢s = 0.01 dsfon

hv

The statement ID of the SQL statement. Thenay look unique, but it is not. Occasionally (atlvarely),
distinct SQL texts share the samevalue.

ad

The library cache address of the cursor, as is BhowssQL.
5.2.1.5 Database calls

A database calis a subroutine in the Oracle kernel. If levelQlLStracing is active when a database call completes
then the Oracle kernel emits a database call lioe wompletion of that database callrRsg, EXEC, andFeTCH calls
are the most common types of database call. Fongbea

PARSE #54:¢=20000,e=11526,p=0,cr=2,cu=0,mis=1,r=0,dep=1,09=0,tim=1017039304725071
EXEC #1:¢=10000,e=12137,p=0,cr=22,cu=0,mis=0,r=1,dep=0,09=4,tim=1017039275981174
FETCH #3:¢=10000,e=306,p=0,cr=3,cu=0,mis=0,r=1,dep=2,09=4,tim=1017039275973158

Other database call types (for exampgRROR, UNMAP, andSORT UNMAP) are explained in OraclMetalinknote
39817.1. Each database call line contains theviitig statistics:

c
The total CPU time consumed by the Oracle procagaglthe call. Oraclé®xpresses in microseconds (1
Ks = 0.000 001 seconds). Prior kernel versions espri@ centiseconds (1 ¢s = 0.01 seconds).

e
The amount of wall time that elapsed during thé €xacle9 expresses in microseconds (fus = 0.000 001
seconds). Prior kernel versions expregs centiseconds (1 ¢cs = 0.01 seconds).

p
The number of Oracle database blocks obtaineddégdh via operating system disk read calls. Thaewis
supposed to be mnemonic for the word "physicalt"nmte that not every so-called Oracle "physicalid
visits a physical disk device. Many such readssargiced from various caches between the Oraclekanc
the physical disk.

cr

The number of Oracle database blocks obtaineddgdh inconsistent modfrom the Oracle database buffer
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cache. A read executed in consistent mode can atetadditional consistent mode reads from undadkiloc
which are stored in rollback segments.

cu
The number of Oracle database blocks obtaineddégdh incurrent moddrom the Oracle database buffer
cache. A read executed in current mode is simpdad of the current content of a block.
ms
The number of library cache misses encountereahduhie call. Each library cache miss motivatésual
parseoperation.
r
The number of rows returned by the call.
dep
The recursive depth of the cursordép=n + 1 cursor is a child of songep=n cursor (=0, 1, 2, ...). See
Section 5.2.1.4arlier in this chapter for more details.
09
The optimizer goal in effect during the call. Omokes the values shownTiable 5-1
tim
SeeSection 5.2.1.4isted previously for details.
Table 5-1. Oracle query optimizer goal by og valuésource: Oracle MetaLink note 39817.1)
og value Oracle query optimizer goal
1 ALL_ROWS
2 FIRST_ROWS
3 RULE
4 CHOOSE

Note that the Oracle kernel does not emit a databal line into the trace file until the actionstcompletedThus,
an extraordinarily long database operation mighseahe Oracle kernel to work for several hourfeut emitting
anythingto the trace file. Poorly optimized SQL can proglagec calls (for updates or deletes)raTCH calls (for
selects) that consume CPU capacity for sevdagsat a time.

5.2.1.6 Wait events

An Oraclewait events a sequence of Oracle kernel instructions ghatrapped with special timing instrumentation.
If level-8 or level-12 SQL tracing is active whemvait event completes, then the Oracle kernel eanitaiT line
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upon completion of that event. For example:

WAIT #1: nam='SQL*Net message to client' ela= 40 p1=1650815232 p2=1 p3=0
WAIT #1: nam='SQL*Net message from client' ela= 1709 p1=1650815232 p2=1 p3=0
WAIT #34: nam="'db file sequential read' ela= 14118 p1=52 p2=2755 p3=1

WAIT #44: nam='latch free' ela= 1327989 p1=-1721538020 p2=87 p3=13

EachwAiT line contains the following statistics about westecuted during the event:

nam

The name assigned by an Oracle kernel developer&al which part of the Oracle kernel code is oasfble
for this portion of your response time.

The elapsed duration of the named event's execulicatle® expressesia in microseconds (fis = 0.000
001 seconds). Prior kernel versions expegsi centiseconds (1 cs = 0.01 seconds).

pl, p2, p3

The meanings of these parameters varyday A complete catalog of parameter descriptionsfuh event
type is available by running the following SQL.:

select name, parameterl, parameter2, parameter3
from v$event_name order by name

Note thaiwAIT lines appear in the trace déeforethe database call that motivated them. This odoeicause the
Oracle kernel emits lines into the trace file asrgs complete. Thus, if a fetch call requires tld&eread calls, the
three waits for the read calls will appear in ttaee file before Oracle emits the information akibetcompleted
fetch call.

ThewaAlT lines in SQL trace data are one interface to e @racle feature introduced in 1992 that has keen
important in revolutionizing the ease with which wan diagnose and repair performance problems today

5.2.1.7 Bind variables

If level-4 or level-12 SQL tracing is active whdretOracle kernel binds values to placeholders iapgtication's
SQL text, the kernel emitseanDs section. For example:

PARSING IN CURSOR #1 len=105 dep=0 uid=56 oct=47 lid=56 tim=1017039275982462
hv=2108922784 ad='98becef8'

declare dummy boolean;begin fnd_profile.get_specific(:name, :userid, :respid, :

applid, :val, dummy);end;

END OF STMT

Several lines have been omitted for clarity

BINDS #1:
bind 0: dty=1 mxI=2000(1998) mal=00 scl=00 pre=00 oacflg=01 oacfl2=0 size=2000
offset=0
bfp=025a74a0 bln=2000 avI=19 flg=05
value="MFG_ORGANIZATION_ID"
bind 1: dty=2 mx|=22(22) mal=00 scl=00 pre=00 oacflg=01 oacfl2=0 size=72 offset=0
bfp=025a744c bIn=22 avi=04 flg=05
value=118194
bind 2: dty=2 mxI=22(22) mal=00 scl=00 pre=00 oacflg=01 oacfl2=0 size=0 offset=24
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bfp=025a7464 bin=22 avl=05 flg=01
value=1003677

bind 3: dty=2 mx|=22(22) mal=00 scl=00 pre=00 oacflg=01 oacfl2=0 size=0 offset=48
bfp=025a747c bIn=22 avI=03 flg=01
value=140

bind 4: dty=1 mxI=2000(1998) mal=00 scl=00 pre=00 oacflg=01 oacfl2=0 size=2000 offset=0
bfp=025ba490 bIn=2000 avI=00 flg=05

A BINDS section contains one or masied subsections, one for each variable being bound.ntimber following the
word bind indicates the ordinal position, beginning at Othaf bind variable within the SQL text. Eaghd section
contains several statistics about the bind. Thet inggortant ones for use in performance analyss ar

dty

The external data type of the value supplied byagh@ication [Oracle OCI (1999)]. Oracle publistes sets
of data typesinternal andexternal The internal data type definitions reveal how @racle kernel stores its
data on the host operating system. The externaltgpé definitions reveal how the Oracle kernetiifatces
with application SQL.

The external data type of a bind value is import@ucasionally we find SQL statements for which @racle
query optimizer flatly refuses to use an obviousypful index. Sometimes such a case is caused by a
mismatch between the column type and the value typi&h can force an implicit type coercion functim
be executed upon the column, which prevents thenggetr from choosing that index.

avl

The length, in bytes, of the bind value.

val ue

The value that is bound into the statement execufibe Oracle kernel sometimes truncates valugsttha
emits into the trace file. You can determine exaathen this has happened by simple inspectionchtion
has occurred any time the value is larger than the length of thue field.

5.2.1.8 Row source operations

If level-1 SQL tracing is active when a cursorlissed, then the Oracle kernel emits emerT line for each row
source operation in the cursor's execution planekample:

STAT #1 id=1 cnt=55 pid=0 pos=1 obj=0 op='SORT UNIQUE (cr=39741 r=133 w=0
time=1643800 us)'

STAT #1 id=2 cnt=23395 pid=1 pos=1 obj=0 op="VIEW (cr=39741 r=133 w=0 time=1614067
us)'

STAT #1 id=3 cnt=23395 pid=2 pos=1 obj=0 op="SORT UNIQUE (cr=39741 r=133 w=0
time=1600554 us)'

STAT #1 id=4 cnt=23395 pid=3 pos=1 obj=0 op="UNION-ALL (cr=39741 r=133 w=0
time=1385984 us)'

If a trace file does not contain tBgAT lines you were hoping to find, it is because tigaivas deactivated before the
cursor closed. TheTAT lines will of course be absent any time you traseell-designed persistent service that
neither terminates nor closes its cursors more timae every several weeks.

EachsTAT line contains the following statistics about thesor's execution plan:

id
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The unique ID of the row source operation withia $mAT line set.

cnt
Number of rows returned by this row source openatio
pid
ID of this operation's parent operation.
pos
The best we can determine, an arbitrary numbenight seem that this value might define the "poaitiof a
row source operation within a set of operationsibging to a single parent, but it appears thatrgjtriow
source operations are ordered in increasing IDrorde
obj
Object ID of the row source operation, if the opieraexecutes upon a "base object.” A row soureaimn
such asvesSTED LOOPS, which itself does not access a base object replbrtobj=0. (TheNESTED LOOPS
operation's childredo access base objects, but KESTED LOOPS row source operation itself does not.)
op

The name of the row source operation. Beginning Witacle Release 9.2.0.2.0, the kernel emits ahditi
information into thesTAT lines [Rivenes (2003)]. The new information regesdveral useful statistics for
each row source operation, including:

cr

Number of consistent-mode reads.
r

Number of Oracle blocks read with OS read calls.
w

Number of Oracle blocks written with OS read calls.
tinme

The elapsed duration, expressed in microsecanils (

The statistics for a parent row source operatigtudte a roll-up of the statistics for its children.
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Oracle'stkprof utility produces erroneous results in more calsas tyou might have
imagined, especially ieTAT line processing. Oracletkprof has an exceptional reputation
for reliability, but I'm convinced that one readte tool maintains this reputation is that
people simply never bother to double-check its outpo confirm or refute whether
tkprofis giving correct output is impossible to do witihgtudying raw trace data. Most
people are reluctant to do this. | hope this boslk$iencourage you to make the effort.

5.2.1.9 Transaction end markers

If level-1 SQL tracing is active when a commit olllback occurs, then the Oracle kernel emitx@renp line upon
completion of the call. For example:

XCTEND rlbk=0, rd_only=0

EachxcTEND line contains the following statistics about westecuted during the commit or rollback:

rl bk

rd_only

True @) if and only if the transaction was rolled back.

True @) if and only if the transaction changed no datthindatabase.

Notice that thexcTEND marker has no cursor ID reference. This is becthese is a one-to-many relationship
between a transaction and the cursors that pateip the transaction.

5.2.1.10 Reference summary

Table 5-2summarizes the raw trace data statistics thatogilinost interesting to you during your performance
analysis work.

Table 5-2. Descriptions of selected elements fromtended SQL trace data

Field

Occursin . .. Description

Cursor
ID

Database | Wait

call event

Total CPU time consumed by the database call. Regan
microseconds on Oracle@entiseconds on prior releases.

cr

Number of Oracle blocks obtained from the datalbagker cache in
consistent mode.

Cu

Number of Oracle blocks obtained from the datalbagfer cache in
current mode.

dep

The recursive depth of the cursor.

NINISN TSNS

Elapsed duration consumed by the database calorRepin
microseconds on Oracle@entiseconds on prior releases.

ela

o Elapsed duration consumed by the wait event. Regant
microseconds on Oracle®entiseconds on prior releases.
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hv 4 Statement ID.

mis v Number of misses upon the library cache.

nam ' Name of the wait event.

p v Number of Oracle blocks obtained via operatingesystead calls.
B;' P2, J Information about the wait event; varies by valfi@amn.

tim ' ' The internal Oracle time at which an event complete

5.2.2 Oracle Time Units

Oracle9 kernels report SQL trace timing statistics in mggconds (is = 0.000 001 seconds). Oracle release 6, 7,
and 8 kernels report SQL trace timing statisticsdéntiseconds (1 c¢s = 0.01 secondgple 5-3summarizes the unit
of measure that the Oracle kernel uses for eaghdffime statistics in extended SQL trace data.

Table 5-3. Trace file time statistic units by Orac version

Oracle version c e ela tim
9 us us us Hs
8 cs cs cs cs
7 cs cs cs cs
6 cs cs N/A cs
Table 5-4explains the meaning of the time units that yoll wge as an Oracle performance analyst.
Table 5-4. Time units commonly used by computer p&srmance analysts
Unit name Abbreviation Duration in seconds (s)
Second ls 1ls 1E-0'S 1.s
Centisecond lcs 1/100 s 1E-2 S 0.01s
Millisecond 1ms 1/1,000 s 1E-3 S 0.001 s
Microsecond lys 1/1,000,000 s 1E-6 S 0.000 001 s

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-5-SECT-2
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Book: Optimizing Oracle Performance
Section: Chapter 5. Interpreting Extended SQL Trace Data

5.3 Response Time Accounting

The Oracle kernel emits two categories of time ateoace file:
1. Time consumedavithin a database call
2. Time consumethetweerdatabase calls

A session's total response time is the sum oimaé spent within database calls, plus the sumldinaé consumed
between database calls. To keep from over- or vacesunting for response time in your trace filey ynust know
the proper category for each line of your trace fil

5.3.1 Time Within a Database Call

The trace file excerpt iBxample 5-3hows actions that consume time within three difiedatabase calls. The first
database call to complete was a parse call thauned 306us. The kernel helpfully supplied tR@RSING IN

CURSOR section before emitting tiaRSE line so that you and | can tell what got parsegixtNthe kernel emitted an
EXEC line, which means that an execute call compleahuhe cursor, consuming an additional i$6&f elapsed
time. The next actions to complete are two opegeatiystemead calls denoted on the tweaIT lines. The "parent”
operation responsible for issuing these read tsatlse fetch call whose statistics are reportetheeTcH line.

Example 5-3. This trace file excerpt demonstratese consumption of time within three database calls

PARSING IN CURSOR #4 len=132 dep=1 uid=0 oct=3 lid=0 tim=1033064137929238 hv=3111103299
ad='517ba4d8'

select /*+ index(idl_ub1$ i_idl_ub11) +*/ piece#,length,piece from idl_ub1$ where obj#=:1

and part=:2 and version=:3 order by piece#

END OF STMT

PARSE #4:¢=0,e=306,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=4,tim=1033064137929139

EXEC #4:c=0,e=146,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=4,tim=1033064137931262

[1] WAIT #4 nam='db file sequential read' ela= 13060 p1 =1 p2=53903 p3=1

[2] WAIT #4 nam='db file sequential read' ela= 6978 p1= 1 p2=4726 p3=1

[3] FETCH #4: c=0,e=21340,p=2,cr=3,cu=0,mis=0,r=0,dep=1,09=4,tim=1033064137953092
STAT #4 id=1 cnt=0 pid=0 pos=0 obj=72 op="TABLE ACCESS BY INDEX ROWID IDL_UB1$"
STAT #4 id=2 cnt=0 pid=1 pos=1 obj=120 op="INDEX RANGE SCAN '

The lines for theead calls occur in the trace dataforethe line for the fetch that motivated them becahseOracle
kernel emits the statistics for an action upon #wiibn's completion. The Oracle kernel instructitimat produced
these trace lines looked something like this:

fetch IDL_UBLS$ query
execute some of the instructions necessary for the IDL_UBLS$ fetch
perform a single-block I/O call upon file 1, block 53903
emit [1]"WAIT #4: nam="db file sequential read' ela=13060 ..."
execute some more fetch instructions
perform a single-block I/O call upon file 1, block 4726
emit [2] "WAIT #4: nam="db file sequential read' ela=6978 ..."
execute the remainder of the fetch instructions
emit [3]"FETCH #4:c=0,e=21340,..."

close the cursor

etc.

The fetch call consumed a total elapsed duratid2l¢840us. The components of the response time for thé et
are shown imable 5-5

http://safari.oreilly.com/?x=1&mode=print&sortKey=title&sortOrderc@&siew=&xmlid... 4/26/200-



O'Reilly Network Safari Bookshe- Optimizing Oracle Performan Page2 of 7

Table 5-5. Components of the fetch call responsente

Response time Component
13,060us db file sequential read
6,978us db file sequential read
Ops Total CPU
1,302us Unaccounted for
21,340ps Total elapsed time for the fetch

Thee statistic for a database call is the elapsed wuralf the entire database call. Thus, the valuein€ludes the
duration of all CPU time consumed by the call (rtpd as the value @), plus all of the elapsed time consumed by
wait events executed in the context of the databakbéreported asla values) Figure 5-1shows the relationship;
formally, we write:

e=c+ l ela
dreall

This is the fundamental relationship of Oracle titegtistics within a single database call. Theti@iahip is only
approximate because of factors including measuremgnsion effect, quantization error, time speat executing,
and un-instrumented Oracle kernel code segmenishwidiscuss irChapter 7

Figure 5-1. The fundamental relationship of Oracldime statistics within a single database call: theotal
elapsed duration (e) approximately equals the totaCPU time for the call (c) plus the sum of the durons of its

wait events gela)

ST

},.f ela
LT T

f{: ela, e

..."'-.-.__\\“*xx |
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5.3.2 Time Between Database Calls

The Oracle kernel also emits elapsed durations/&ir events that occlretweerdatabase calls. Examples of wait
events that occur between database calls include:

SQL*Net message from client
SQL*Net message to client
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single-task message
pipe get
rdbms ipc message

pmon timer
smon timer

The trace file excerpt iBxample 5-4shows wait events that occur between database Talkk application depicted
here makes the scalability-inhibiting mistake ofgirdg too often. As you can see, the excerpt shtewsconsecutive
parse calls (bold) of the exact same SQL text.Whe lines (bold and italic) occuretweerthe parse calls both in
the sense of where they are located in the tréearfid also because the elapsed times of thesmaetie not tallied
into the elapsed time of the second parse call. dwuconfirm this by noticing that the elapsed tararecorded for
the secon®ARSE line (e=0) is too small to contain the elapsed durationtfesQL*Net message from client event ¢la=

3).

Example 54. This trace file excerpt demonstrates the consuntipn of time between two identical parse calls o
an Oracle8i system

PARSING IN CURSOR #9 len=360 dep=0 uid=26 oct=2 lid=26 tim=1716466757 hv=2475520707

ad='d4c55480'

INSERT INTO STAGING_AREA (TMSP_LAST_UPDT, OBJECT_RESULT, USER_LAST_UPDT, DOC_OBJ_ID,
TRADE_NAME_ID, LANGUAGE_CODE) values(TO_DATE('11/05/2001 16:39:06', 'MM/DD/YYYY HH24:MI:
SSY), 'if (exists ( stdphrase ("PCP_MAV_1") ), langconv ( "Incompatibility With Other

Materials" ) +": ", log_omission ( "Materials to Avoid: ")), 'sa’, 222, 54213, 'NO_

LANG')

END OF STMT

PARSE #9:¢=0,e=0,p=0,cr=0,cu=0,mis=1,r=0,dep=0,09=4 ,tim=1716466757

WAIT #9: nam="SQL*Net message to client' ela= 0 p1= 1413697536 p2=1 p3=0

WAIT #9: nam="SQL*Net message from client' ela=3p 1=1413697536 p2=1 p3=0

PARSING IN CURSOR #9 len=360 dep=0 uid=26 oct=2 lid=26 tim=1716466760 hv=2475520707

ad='d4c55480'

INSERT INTO STAGING_AREA (TMSP_LAST_UPDT, OBJECT_RESULT, USER_LAST_UPDT, DOC_OBJ_ID,
TRADE_NAME_ID, LANGUAGE_CODE) values(TO_DATE('11/05/2001 16:39:06', 'MM/DD/YYYY HH24:MI:
SSY), 'if (exists ( stdphrase ("PCP_MAV_1") ), langconv ( "Incompatibility With Other

Materials" ) +": ", log_omission ( "Materials to Avoid: ")), 'sa’', 222, 54213, 'NO_

LANG')

END OF STMT

PARSE #9:¢=0,e=0,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4 ,tim=1716466760

With this knowledge, you can refine your understagaf the relationship amonge, andela statistics for an entire
trace file. Given what you've seen so far, totapomse time for a session equals the total amduime spent withir
database calls, plus the total amount of time spetween database calls. We can state this forraally

R= Zf+ L ela

ETWEEN

= Z:'+ZL’I‘.‘.?
However, there is one final complication: the dedbbunting imposed by the presence of recursive.SQL
5.3.3 Recursive SQL Double-Counting

Recursive SC is the SQL associated with any database callhhgaiadep value that is greater than zerodép=n + 1
database call (fan=0, 1, 2, ...) can be regarded as a child of stemen database call. Application sessions routi
produce complicated enough trace data to produdgote forest of relationships among SQL statem#rgsact as
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each other's parents, children, siblings, and s&aoh SQL trace file contains enough informatmenable you to
determine the exact parent-child relationships agraatabase calls. To account for a session's respone without
double-counting some statistics, you must undedsitany to determine the recursive relationships agraatabase
calls.

5.3.3.1 Parent-child relationships

The termrecursivedenotes the Oracle kernel's execution of datateliewithin the context of other database calls.
Activities that inspire recursive SQL include exégn of DDL statements, execution of PL/SQL blogkith DML
statements within them, database call actions tnglyers on them, and all sorts of routine appi@maDML
statements that motivate data dictionary accesg.database call that can execute another databdsmo motivate
recursive SQL.

Example 5-5s a trace file excerpt that contains evidenceeofirsive SQL in action. In this excerpt, you caea s
information about a new cursor labekex] which is associated with the following SQL text:

select text from view$ where rowid=:1

This SQL text appears nowhere within the sourdhefapplication that was traced. This SQL was nattie by the
parse of a query from thEBA_OBJECTS view.

Example 5-5. A trace file excerpt containing evidere of recursive SQL. The three cursor #2 actions atep=1
are recursive children of the dep=0 parse action um cursor #1

[1] PARSING IN CURSOR #2 len=37 dep=1 uid=0 oct=3 lid=0 tim=1033174180230513
hv=1966425544 ad='514bb478'
select text from view$ where rowid=:1
END OF STMT
[2] PARSE #2:¢=0,e=107,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=4,tim=1033174180230481
[3] BINDS #2:
bind 0: dty=11 mxI=16(16) mal=00 scl=00 pre=00 oacflg=18 oacfl2=1 size=16 offset=0
bfp=0a22c34c bin=16 avl=16 flg=05
value=00000AB8.0000.0001
[4] EXEC #2:¢c=0,e=176,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=4,tim=1033174180230878
[5] ETCH #2:¢=0,e=89,p=0,cr=2,cu=0,mis=0,r=1,dep=1,09=4,tim=1033174180231021
[6] TAT #2 id=1 cnt=1 pid=0 pos=0 obj=62 op="TABLE ACCESS BY USER ROWID VIEW$ "

[7] PARSING IN CURSOR #1 len=85 dep=0 uid=5 oct=3 lid=5 tim=1033174180244680
hv=1205236555 ad="50cafbec'

select object_id, object_type, owner, object_name from dba_objects where object_id=:v

END OF STMT

[8] PARSE #1:c=10000,e=15073,p=0,cr=2,cu=0,mis=1,r=0,dep=0,09=0,tim=1033174180244662

The rule for determining the recursive relationstapong database calls is simple:

A database call withep=n + 1 is the recursive child of the first subsequeptn database call listed in
the SQL trace data stream.

Example 5-6shows by example why this is true. The Oracle &ecan emit trace data for a database call ondr aft
the action has completed. (The kernel cannot coepfioit example, the call's elapsed time until aftercall has
completed.) Thus we can reconstruct the sequenicstofictions that generated the SQL trace datevstio Example
5-5. Specifically, in this example, all the databaakscor theviews query are recursive children of the parse call for
theDBA_OBJECTS query. The indentation levels for procedures edhll stack shown iBxample 5-6highlight the
recursive parent-child relationship among datalcadis.

Example 5-6. This sequence of Oracle kernel instrtions emits SQL trace data in the order shown irExample
5-5. In this listing, indentation is proportional to call stack depth

parse DBA_OBJECTS query
# query VIEWS to obtain the definition of DBA_OBJECTS
parse VIEWS$ query
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# execute the instructions necessary for the VIEW$ parse
emit [1]"PARSING IN CURSOR #2 ..."
emit [2]"PARSE #2: ..."

bind to the VIEWS$ cursor
# execute the instructions necessary for the VIEW$ bind
emit [3]"BINDS #2: .."

execute the VIEWS cursor
# execute the instructions necessary for the VIEW$ exec
emit [4]"EXEC #2: ..."

fetch from the VIEW$ cursor
# execute the instructions necessary for the VIEWS$ fetch
emit [5]"FETCH #2: ..."

close the VIEWS$ cursor
# execute the instructions necessary for the VIEW$ close
emit [6]"STAT #2: .."

# execute the remaining instructions for the DBA_OBJECTS parse

emit [7]"PARSING IN CURSOR #1 ..."

emit [8] "PARSE #1: ..."

Figure 5-2shows a graphical representation of the paretd-cbiationships among the database calls.

Figure 5-2. The recursive call stack foExample 5-5expressed graphically

i PARSE #1
dep=0 DBA_OBJECTS
v ¥ ]
dep=1 PARSE #2 EXEC #2 FETCH #2
=p= VIEWS VIEWS VIEWS

5.3.3.2 Recursive statistics

In Oracle releases through at least OrddiReflease 2, a database call's, p, cr, andcu statistics contain an
aggregation of the resources consumed by the daatadl itself and its entire recursive progeny.

o A database call'®ecursive progengonsists of all recursive descendants of the datab
o call, including children, grandchildren, great-gitaehildren, and so on.
[
(1SN

Figure 5-3illustrates such a relationship for a fictional sedatabase calls. Each node (rectangle) in thptg
represents a database call (e.@ARSE, EXEC, or FETCH). A directed line from some nodeto another nodB
denotes that database o&lis a recursive parent (that is, ttedler) of database caB. Thecr=n listed inside the node
is the statistic that the Oracle kernel will enoit the database call. The valuecof,; is the number of consistent-

mode reads executed by the database call itselfjgxe of its children's call counts.

Figure 5-3. Each of a database call's c, e, p, @nd cu statistics is an aggregation of consumptioon that
statistic for that database call's entire recursivdamily tree
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_ Cr=10
dep=0 P
cr=1 cr=g
dEp:i =1 i =2
v v v
i cr=1 CI=2 CIe3
dEp—2 CF ™ 1 W -2 T T =3

The kernel emits only the progeny-inclusive statsstbut from these statistics you can derive ttoggny-exclusive
statistics shown inside the nodes. For examptbgihumbers inside the nodesFigure 5-3had been omitted, it
would be easy to fill them in. Each node's valuginsply the statistic value for that node minussben of the
statistic values reported for that node's direstdadants. The value of a nodeeptk is thus ther value reported
for that database call minus the sum ofdhealues of itsiep=k + 1 descendants. Or, to generalize, we can sayhé
quantitys of a resourceonsumed by a database caligi=k is:

S=S,— ¥ S,

children

wheres; is the value of a statistic in the sef 4, p, cr, cu} reported by the Oracle kernel at recursive depth

You can use this technique easily enough on raeétdata. Again consider the database calls desdiilizxample
5-5. Figure 5-4illustrates the progeny-inclusive elapsed timeaigdbr each database call (denotgdnd the
progeny-exclusive elapsed time contribution forhedatabase call (denoteg ).

Figure 5-4. The recursive call stack foExample 5-5expressed graphically

PARSE #1
DBA OBJECTS
dep=0 e=15073
fr=14,701
v ! !
PARSE #2 EXEC #2 FETCH #2
den=1 VIEWS: VIEWS WIEWS
P e=107 e=176 =80
e =107 £q=176 £ =59

Table 5-6shows all the progeny-exclusive statistics assediwith each database callEmample 5-5The progeny-
exclusive contribution to elapsed time for #rRrsE #1 database call, for example, is:

children

=15,073-(107 +176+89)
=14,701

Table 5-6. The c, e, p, cr, and cu statistics for@ursor include that cursor's activity by itself plus the activity
of all of its recursive children. You can derive aursor's individual activity by using subtraction

Resources consumed by... c e p|ecr|cu

PARSE #1, including its recursive progeny 10,000 15,073 0 |2 0
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PARSE #2, a child 0 107 0 |O 0
EXEC #2, a child 0 176 0 |o 0
FETCH #2, a child 0 89 0 |2 0
PARSE #1 excluding its recursive progeny 10,000 14,701 0 |0 0

Now we have enough information to complete theaasp time accounting formula. When we eliminatedibigble-

counting influences of recursive SQL, we have,lfina

R_ z.-_'-l- Z l'_'l!ll.!
dep=( beraeen
calls

= ZL— Z-_'Iu - Z ela

= Z c+ ZL'L.!

That is, the total response time for a trace fipraximately equals the sum of the file'salues for database calls at
recursive depth zero, plus the sum of the fie'values for wait events that occur between databalée A file's
total response time approximately equals the sutheofile'sc values for database calls at depth zero, plusuheof

all the file'sela values

URL http://safari.oreilly.com/059600527X/optoraclep-CHP-5-SECT-3
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Book: Optimizing Oracle Performance
Section: Chapter 5. Interpreting Extended SQL Trace Data

5.4 Evolution of the Response Time Model

In the 1980s, when most of today's "tuning metheds'e invented, Oracle's SQL trace facility did pet have the
capability to emit wait event timing information—ettvAaiT lines—into the trace file. The e, andim data were the
only trace data elements that we had. Of courseodt of an application's response time had beentgmnsuming
CPU, then the ande data told us most of what we needed to know athmuperformance of our database calls.
However, if some of a database call's responseuiasmnot due to CPU consumption, then our analysis becaore
difficult.

For example, consider the following fetch call istits obtained from an application running on Qga1.7.2:
FETCH #1:c=80741,e=151841,p=9628,cr=34304348,cu=10,mis=0,r=0,dep=0,0g=4,tim=87762034

This fetch call consumed 1,518.41 seconds of ethpisee, only 807.41 of which was spent on the CRliere did
the other 711.00 seconds of response time go? Mé&sh contention? Enqueue waits? Long disk queiesessive
paging? We simply cannot know by looking at #FEsCH line. Its statistics contain insufficient inforriat to
determine where the unaccounted-for 711 secondmp$ed time went. Certainly, a lafgealue is a clue that some
of the unaccounted-fertime might have been consumed by OS read calighbte are roughly 200 different wait
events that Oracle could have executed during thb$eseconds. From viewing only the fetch stassticown here,
we cannot knovhow the 711 seconds were consumed.

In 1992 with the release of kernel Version 7.0Qgacle Corporation published an elegant solutiothi®problem.
The new mechanism that Oracle provided was sintplggtrument several events executed by the Okacleel that
consume elapsed time but not CPU capacity. Theswaflthe so-called wait data is absolutely extramang. It helps
to fill in the time gap betweenandc. Anjo Kolk and Shari Yamaguchi were the first mcdment the use of "wait
data" in the document that became the landiv&RP MethodKolk and Yamaguchi (1999)].

Let's revisit our previous example, in which we [fdd seconds of unaccounted-for time. Instructieg@racle
kernel to produce the/aIT statistics adds 9,748 more lines of data to @aaetfile before the fetch call. Executing the
Perl program irexample 5-7upon 9,749 lines of trace data produces the fatigwesource profile:

$ prof-cid waits.1.trc
Duration Pct Oracle kernel event
807.41s 53.2% total CPU
426.26s 28.1% direct path write
197.29s 13.0% db file sequential read
76.23s  5.0% unaccounted-for
8.28s 0.5% latch free
2.87s 0.2% db file scattered read
0.05s 0.0% file open
0.02s 0.0% buffer busy waits
0.00s 0.0% SQL*Net message to client

1518.41s 100.0% Total response time

Now we know. Over 53% of the response time forféteh was consumed on a CPU in user mode. Oveng2a&s
consumeadvriting (surprise!) to disk. Another 13% was consumeddading from disk, and roughly another 6% of
the response time was consumed in various othdérewants.

Example 5-7. A Perl program that creates a resourcprofile from raw SQL trace data for a single, simpe
Oracle database call (with no associated recursivdatabase calls)

#!/usr/bin/perl
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# $Header: /home/cvs/cvm-book1/sqltrace/prof-cid.pl,v 1.4 2003/03/20 23:32:32 cvm Exp $
# Cary Millsap (cary.millsap@hotsos.com)
# Copyright (c) 1999-2003 by Hotsos Enterprises, Ltd. All rights reserved.

# Create a resource profile for a single database call.
# Usage: $0 file.trc

# Requires input of Oracle extended SQL trace data (level 8 or level 12)

# that has been pre-filtered to contain only a single database call (that

#1is, a single PARSE, EXEC, FETCH, UNMAP, or SORT UNMAP with no recursive
# children) and the WAIT lines associated with that db call. Example input

# file content:

WAIT #2: nam="db file sequential read' ela= 0 p1=2 p2=3240 p3=1 WAIT
#2: nam="'db file sequential read' ela= 0 p1=2 p2=3239 p3=1 FETCH
#2:¢=213,e=998,p=2039,cr=100550,cu=5,mis=0,r=0,dep=0,09=4,tim=85264276

HHH K

use strict;
use warnings;
my $cid; # cursor id
my %ela; # $ela{event} contains sum of ela statistics for event
my $sum_ela =0; # sum of all ela times across events
my $r = 0; # response time for database call
my $action = "(?:PARSE|EXEC|FETCH|UNMAP|SORT UNMAP)";
while (<>) {
if (AWAIT #(\d+): nam="(["T*)" ela=\s*(\d+)/i) {
$ela{$2} += $3;
$sum_ela += $3;

}

elsif (/$action #(\d+):c=(\d+),e=(\d+)/i) {
$ela{"total CPU"} += $2;
$r=$3;

}
if (!defined $cid) {
$cid = $1;
}else {
die "can't mix data across cursor ids $cid and $1" if $1 != $cid;
}

$ela{"unaccounted-for"} = $r - ($ela{"total CPU"} + $sum_ela);

printf "%9s %6s %-40s\n", "Duration”, "Pct", "Oracle kernel event";

printf "%8s- %5s- %-40s\n", "-"x8, "-"x5, "-"x40;

printf "%8.2fs %5.1f%% %-40s\n", $ela{$_}/100, $ela{$_}/$r*100, $_ for sort { $ela{$b}
<=> $ela{$a} } keys %ela;

printf "%8s- %5s- %-40s\n", "-"x8, "-"x5, "-"x40;

printf "%8.2fs %5.1f%% %-40s\n", $r/100, 100, "Total response time";

Page2 of 3

Note the row labeled "unaccoun-for" in our resource profile. Consider how it wasmputed. The total elapsed
time—in fact theresponse time-for the fetch call is simply the value efor the fetch. The raw trace data account

for this response time in two ways:

e The total CPU time component of the fetch callsgponse time is recorded as theatistic on th&eTCH line

itself.

e The system-call time components of the response dire recorded as statistics on all of thevaAIT lines

associated with the fetch.

The "unaccounted-for" duration is thus the leftoamsrountA (delta) expressed in the following formula:

e=c+ Z ela+ A

How Oracle response time accounting has evolvemk<dracle Version 6 is an interesting story. Insiar 6,

Oracle's SQL trace facility printed database adponse times) and CPU consumptions)(to the trace file, but
that was the@nly response time data that the Oracle kernel puldistiee first Oracle response time model was

simple. It was "response time equals CPU consumpties some unidentified other stuff," or:
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e=c+A

This model is effective whefi is small, but it is not reliable for diagnosingmgaypes of response time problems
that occur when is large. In the Version 6 days, most analystewauaght to assume that large valueA ofere
attributable to time consumed by operating systeawl icalls. This assumption is often incorrect (as the case in
the resource profile shown previously), but it hatped analysts solve many application performgmoblems. One
reason for the model's success in spite of its-sieplicity is that so many Oracle application peyhk are caused
fetch calls that access the database buffer cactesgvely. These cases create sthaidlues for which the=c + A
model works just fine.

Oracle kernel developers were among the first tmenter the most serious inadequacies of the mddelrange of
potential root causes for lardevalues was so large that some important high-espanse time problems simply
could not be solved without more operational d@@cle'sextendedSQL trace data, introduced to the general m
in 1992 with release 7.0.12, is an elegant solutidime problem. Extended SQL trace data includedWAiT lines
that tell us how much time the Oracle kernel spéndsting” for the execution of key events. The neignificantly
improved response time model made possible byaheaxtended SQL trace feature of Oracle releaséZ i the
one that we use today:

e=cC+ Z ela = A

dbcall

As it happens, extended SQL trace data providefgigntly more diagnostic power than most analystge ever
believed. Of the few analysts who even realize tiatgapA exists, some deem the existence of the gap aelefic
of extended SQL trace data that renders the datdialnle. On the contrary, as you shall see, tieegeod
information buried in the value &. There are several contributory causes of non&eraues, as | explain in
Chapter 7Understanding these causes helps you explofuthéiagnostic power of Oracle's extended SQLérac
data

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-5-SECT-4
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Book: Optimizing Oracle Performance
Section: Chapter 5. Interpreting Extended SQL Trace Data

5.5 Walking the Clock

As you try to extract response time informatiomircaw trace data, you'll need to be able to intdrfire time
sequence of events using a process we call "watkiaglock." Walking the clock requires a few piecd knowledg
about how the Oracle kernel manages time data:

e The value of a line'sm field is the approximate time at which the actiepresented by that liremmpleted

e A database call'sfield value contains the total elapsed time coresifny that action. This value includes
both the CPU time consumed by the action (the vafubkec field) and the time consumed by events exec
during the course of the action (the sum of the@mateela field values).

e Recursive SQL causes double-counting. That isyahee of a database cak'sield whendep=n + 1 is alread
included in the subsequenvalue for whichdep=n.

e Don't expect perfection from clock walks. Off-byeoarrors are common in Oracidgace files. Errors of
seemingly much greater magnitude are common inl@iatcace files; however, with the microsecond timing
resolution of Oraclé9the errors are smaller than they look.

5.5.1 Oracle Release 8 and Prior

Here is an example of some trace data that willaestnate how to walk the clock through trace féestted by
Oracle8 and prior kernels:

EXEC #13:¢=0,e=0,p=0,cr=0,cu=0,mis=0,r=0,dep=2,09=3,tim=198360834
FETCH #13:¢=0,e=0,p=0,cr=3,cu=0,mis=0,r=1,dep=2,09=3,tim=198360834
EXEC #12:c=2,e=4,p=0,cr=27,cu=0,mis=0,r=0,dep=1,09=4,tim=198360837
FETCH #12:c=2,e=10,p=10,cr=19,cu=4,mis=0,r=1,dep=1,09=4,tim=198360847

Table 5-7shows the associated clock-walk.

Table 5-7. Walking the tim clock for Oracle8i databae calls

Line (k) e Predictedtim, =tim,_;+ g, Actual tim, Error
1 0 198360834
2 0 198360834 + 0 = 198360834 198360834 0
3 4 198360834 + 4 = 198360838 198360837 1
4 10 |198360837 + 10 = 198360847 198360847 0

Occasionally, there'll be an off-by-one error sastthe one that distinguishes the preditirad/alue in line 3 from
the actuatim value found there. Don't let a +1-cs error distywh. OracleBkernels round their time values to the
nearest centisecond, so what appeared to be thiteaddf ...834 + 4 might actually have been thdidn

of ...833.7048 + 3.5827, which after rounding woludove produced the observed value of ...837.

The following OracleBtrace file excerpt contains database calls antevaints:

PARSE #494:c=4,e=5,p=11,cr=88,cu=0,mis=1,r=0,dep=2,09=0,tim=3864619462
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WAIT #494: nam="latch free' ela= 2 p1=-2147434220 p2=95 p3=0

WAIT #494: nam="latch free' ela= 2 p1=-2147434220 p2=95 p3=1

EXEC #494:¢=0,e=4,p=0,cr=0,cu=0,mis=0,r=0,dep=2,09=4,tim=3864619466
FETCH #494:¢=0,e=0,p=0,cr=2,cu=0,mis=0,r=1,dep=2,09=4,tim=3864619466

Table 5-8shows the clock-walk of these lines. In the walkthis excerpt, notice that I've assigrkddbels only to
database call lines (not thenT lines). It's okay to track the anticipated progrekthetim clock during wait events,
but remember that theevalue in a database call already includes the tanerded irela values for wait events
motivated by the database call. Therefore, theslfasipredicting d@im, value for a database call is always tingk ;

from the prior database call line.

Table 5-8. Walking the tim clock for Oracle8i databa&e calls and wait events

Line (k) e Predictedtim, =tim,_, + ¢, Actual tim, Error
1 5 3864619462
2 3864619462 + 2 = 3864619464
2 3864619464 + 2 = 3864619466
2 4 |3864619462 + 4 = 3864619466 3864619466 0
3 0 3864619466 + 0 = 3864619466 3864619466 0

Now for a tricky excerpt to make sure that youagipg attention. Can you explain why the actim value of
198360796 in thexec #8 line is so different from the value you might haxpected, 198360795 + 19 =
1983608147

EXEC #9:¢=0,e=0,p=0,cr=0,cu=0,mis=0,r=0,dep=2,09=3,tim=198360795
FETCH #9:¢=0,e=0,p=0,cr=3,cu=0,mis=0,r=1,dep=2,09=3,tim=198360795
EXEC #9:¢=0,e=0,p=0,cr=0,cu=0,mis=0,r=0,dep=2,09=3,tim=198360795
FETCH #9:¢=0,e=0,p=0,cr=3,cu=0,mis=0,r=1,dep=2,09=3,tim=198360795
EXEC #8:c=4,e=19,p=16,cr=162,cu=0,mis=0,r=0,dep=1,09=4,tim=198360796
FETCH #8:¢=0,e=5,p=4,cr=4,cu=0,mis=0,r=1,dep=1,09=4,tim=198360801
FETCH #8:¢=0,e=0,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=0,tim=198360801
FETCH #7:¢=0,e=0,p=0,cr=2,cu=0,mis=0,r=1,dep=1,09=4,tim=198360801
EXEC #8:¢=0,e=0,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=4,tim=198360801

The answer is that ttexec #8 database call is thep=1 recursive parent of each of thep=2 actions shown here on
cursor#9. Therefore, the=19 field contains all of the cursor #9values shown here plus some other time-consuming
activities that ar@ot shown here. Thexec #8 action probably began very ndam 198360796 - 19 = 198369777.
Betweentim values ...777 and ...796, lotsdep=2 actions took place, each consuming time whileitlhelock

advanced. But remember, these=2 actions all took placduring the singleEXEC #8 action.

5.5.2 Oracle Release 9

The microsecond output resolution of time statisiicOracle®is a helpful enhancement. The first thing yowitice
about SQL trace data when you upgrade to Oraideafat the microsecond resolution feature pravidsl data for
cases in which Oracle®&ould have emitted lots of zero values.

) However, do not hesitate to use extended SQL ttatzwith Version 8 or even Version
7 systems. The optimization method described mithbkdoeswork reliably for
w 4.  diagnostic data expressed in centiseconds. Inakemajority of real-life performance

' improvement projects, the microsecond output régoiwof Oracle®is merely a luxury.

The new resolution has allowed us to see a litbeenclearly into the Oracle kernel's behavior. Bastion describes
a few cases in which we've been able to learn meeresult of the Oracle kernel's improved outgslution.
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Walking the clock in OracleQrace files requires a little more patience. Tirg fifference you'll notice is that the
numbers are all so much larger that it's quitet anloire difficult to do the walk in your head. Fomaenple:

EXEC #1:¢=0,e=1863,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=4,tim=1017039275956134
FETCH #1:¢=0,e=2566,p=0,cr=23,cu=0,mis=0,r=1,dep=1,09=4,tim=1017039275958821
FETCH #1:¢=0,e=50,p=0,cr=0,cu=0,mis=0,r=1,dep=1,09=4,tim=1017039275959013
FETCH #1:¢=0,e=34,p=0,cr=0,cu=0,mis=0,r=1,dep=1,09=4,tim=1017039275959155
FETCH #1:¢=0,e=34,p=0,cr=0,cu=0,mis=0,r=1,dep=1,09=4,tim=1017039275959293
FETCH #1:¢=0,e=35,p=0,cr=0,cu=0,mis=0,r=1,dep=1,09=4,tim=1017039275959433

The next thing that you might notice is that thenivers don't add up. Observe the large numberstioat up in the
"Error" column ofTable 5-9

Table 5-9. Walking the tim clock for Oracle9i databae calls. Notice the apparently large error valuegfut
remember that the errors here are actually quite srall because they're expressed in microseconds

Line (k) e Predictedtim, =tim,_, + ¢, Actual tim, Error
1 1863 ...956134
2 2566 ...956134 + 2566 = ...958700 ...958821 -121
3 50 ...958821 + 50 =...958871 ...959013 -142
4 34 ...959013 + 34 = ...959047 ...959155 -108
5 34 ...959155 + 34 = ...959189 ...959293 -104
6 35 ...959293 + 35 =...959328 ...959433 -105

The sensation produced by these large error vadwpste horrific until you realize that the err@e expressed in
microseconds. Small time gap errors like this halweys been present in Oracle diagnostic data. Weeg usually
invisible when measured with centisecond resoluti@@hen we view microsecond timing data, the impdetnother
type of response time measurement error becomesexgpthe calls tgettimeofday andgetrusage consume elapsed
time that the calls themselves do not measuretiggehapter 7iscussion of theneasurement intrusion effgct

In Oracle9 trace files, you might notice the "disturbing" féltat not all trace lines are listed in ascending order.
Specifically, theim value for @PARSING IN CURSOR section always occurs in the future relative ®tth value of the
database call immediately following theRSING IN CURSOR section. For example:

PARSING IN CURSOR #1 len=32 dep=0 uid=5 oct=42 lid=5 tim=1033050389206593
hv=1197935484 ad='50f93654"

alter session set sql_trace=true

END OF STMT

EXEC #1:¢=0,e=33,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4,tim=1033050389204497

You can confirm why this occurs by tracing the weaients of an Oracle kernel process witice or a similar tool.
The Oracle kernel finishes processingihec call before it begins computing the information floe PARSING IN
CURSOR section. But then the kernglints thePARSING IN CURSOR section before it prints trexec line. Hence, the
times appear out of order.

You'll find that the Oracle&ernel does things in this order as well. You fligih't notice, because the centisecond
statistics emitted by Oracle most cases concealed the true time sequenmariation from you. With the
microsecond statistics emitted by Orac¢)éBe order becomes apparent.

5.5.3 Clock Walk Formulas

After having seen a few clock-walk examples, youehgrobably caught onto the formula. As long as ggsuember
not to double-count in the presence of differenele of recursive database calls, then the valtifseam ande
fields bear the following relationship:
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tIrT'|k+1 tImk + ek+1

That is, the following line'sm field value is approximately this linais field value plus the following linesfield
value. Equivalently, you can write:

tim, == timy,; - g

That is, the current linetsn field value approximately equals the followingdistim field value minus the following
line'se field value.

Of course, avAIT line has naim field, so if you want to estimate whataiT line'stim value would be, you have to
estimate it by walking the clock forward from theshrecently availableém value, using the relationship:

. _—
tim,,, = tim,+ela .,
These formulas will come in handy when you learw o correct for data collection error Chapter .

URL nhttp://safari.oreilly.com/059600527X/optoraclep-CHP-5-SECT-5
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5.6 Forward Attribution

When you identify a time-consuming wait event in@Gnacle extended SQL trace file, your next task nélto
determine which application action you might modiyreduce the time consumption. Doing this witteexled SQL
trace data is straightforward. You should attricesehwAIT #n duration to the first database call for curgothat
follows thewAlT line in the trace file. | call this methddrward attribution Forward attribution helps you accurately
identify which application SQL is responsible footivating the wait time. Perhaps remarkably, fomvattribution
works both for events that are execudthin database calls and for events that are exetatiweeerdatabase calls.

5.6.1 Forward Attribution for Within-Call Events

For events executegithin database calls, the reason for forward attribusaasy to understand. Because lines are
written to the trace file as their correspondingicas complete, the wait events executed by a gilzabase call
appear in the trace stredaforethe call's trace file line. The following exce(phipped fromExample 5-3 shows
how the Oracle kernel emits within-call event lines

PARSING IN CURSOR #4 len=132 dep=1 uid=0 oct=3 lid=0 tim=1033064137929238
hv=3111103299 ad='517ba4d8'

select /*+ index(idl_ub1$ i_idl_ub11) +*/ piece#,length,piece from idl_ub1$ where

obj#=:1 and part=:2 and version=:3 order by piece#

END OF STMT

PARSE #4:¢=0,e=306,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=4,tim=1033064137929139
EXEC #4:c=0,e=146,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=4,tim=1033064137931262
[L]WAIT #4: nam="'db file sequential read' ela= 13060 p1=1 p2=53903 p3=1

[2]WAIT #4: nam="'db file sequential read' ela= 6978 p1=1 p2=4726 p3=1

[3]FETCH #4:c=0,e=21340,p=2,cr=3,cu=0,mis=0,r=0,dep=1,09=4,tim=1033064137953092

In this example, theb file sequential read events on linefl] and[2] were executed within the context of #ercH
depicted on ling3].

5.6.2 Forward Attribution for Between-Call Events

For events executdzbtweerdatabase calls, the reason that forward attribwtiorks is more subtle. The following
Oracle8 example (snipped frofaxample 5-% helps to illustrate the issue. Because of a dalbriver deficiency,
this application actually submitted each parsetoalhe databas@vo times!? Notice the identicabARSING IN
CURSOR sections separated byo#rom SQL*Net message pair:

(2] Lots of drivers provide an option to behave this way. Thedrse is used to produce a "describe” of the SQL beingiparsthat
the driver can produce more informative error messagebédatdveloper. Even the Perl DBI behaves this way by defadterl, you
can deactivate this behavior by specifying @na_check_sql=>0 attribute inprepare calls.

PARSING IN CURSOR #9 len=360 dep=0 uid=26 oct=2 lid=26 tim=1716466757 hv=2475520707
ad='d4c55480'

INSERT INTO STAGING_AREA (TMSP_LAST_UPDT, OBJECT_RESULT, USER_LAST_UPDT, DOC_OBJ_ID,
TRADE_NAME_ID, LANGUAGE_CODE) values(TO_DATE('11/05/2001 16:39:06', 'MM/DD/YYYY HH24:
MI:SS"), 'if ( exists ( stdphrase ("PCP_MAV_1") ), langconv ( "Incompatibility

With Other Materials") +": ", log_omission ( "Materials to Avoid: ") )", 'sa’,

222,54213, 'NO_LANG")

END OF STMT

PARSE #9:¢=0,e=0,p=0,cr=0,cu=0,mis=1,r=0,dep=0,09=4,tim=1716466757

[L]WAIT #9: nam="SQL*Net message to client' ela= 0 p1=1413697536 p2=1 p3=0

[2]WAIT #9: nam='SQL*Net message from client' ela= 3 p1=1413697536 p2=1 p3=0

PARSING IN CURSOR #9 len=360 dep=0 uid=26 oct=2 lid=26 tim=1716466760 hv=2475520707
ad='d4c55480'
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INSERT INTO STAGING_AREA (TMSP_LAST_UPDT, OBJECT_RESULT, USER_LAST_UPDT, DOC_OBJ_ID,
TRADE_NAME_ID, LANGUAGE_CODE) values(TO_DATE('11/05/2001 16:39:06', 'MM/DD/YYYY HH24:
MI:SS'), 'if ( exists ( stdphrase ("PCP_MAV_1") ), langconv ( "Incompatibility

With Other Materials" ) +": ", log_omission ( "Materials to Avoid: ") )", 'sa’,

222, 54213, 'NO_LANG")

END OF STMT

[3]PARSE #9:¢=0,e=0,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4,tim=1716466760

Even though the parse calls were routinely inexpen®ote the twe=0 durations highlighted in the example), the
response time for the overall user action suffémedally from the tremendous number of unnecessaryNet

message from client executions, which consumed an average of ovei7&62onds per call. The overall impact to
response time was several minutes on a user abishould have consumed less than 10 second&alr(dee

Section 12.R To eliminate thesQL*Net event executions shown on linf@$ and[2], you can eliminate the parse call
depicted on ling3] that follows it. In general, the database calt ties "caused" a between-call event is the database
call whose trace file line follows thwAIT.

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-5-SECT-6
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5.7 Detailed Trace File Walk-Through

At the beginning of this chapter, | promised yodesailed walk-through of the trace file displayadkample 5-2
Now it is time for the full tou

Each SQL trace file begins with a preamble thatdess information about the file such as theffiggne, the Oracle
release, and various elements describing the syst@ironment and the session being traced. Heareipreamble
from Example 5-2

/u0l/oradata/admin/V901/udump/ora_9178.trc

Oracle9i Enterprise Edition Release 9.0.1.0.0 - Production
With the Partitioning option

JServer Release 9.0.1.0.0 - Production

ORACLE_HOME = /u0l/oradata/app/9.0.1

System name: Linux

Node name: research

Release: 2.4.4-4GB

Version: #1 Fri May 18 14:11:12 GMT 2001

Machine: 686

Instance name: V901

Redo thread mounted by this instance: 1

Oracle process number: 9

Unix process pid: 9178, image: oracle@research (TNS V1-V3)

After the preamble, the Oracle kernel emitted infation that identifies the time and the sessiontath the first
trace line was emitted:

** SESSION ID:(7.6692) 2002-12-03 10:07:40.051

The next line reveals information about the modudd action names that were set viidlMS_APPLICATION_INFO by
the client program, which in my case was SQL*Plus:

APPNAME mod="SQL*Plus' mh=3669949024 act="ah=4029777240

The first actual action that the kernel recordethmtrace file was the execution of the'ErR SESSION command.

The kernel did not emit information about the parstheALTER SESSION command, because tracing wasn't enabled
until after the parse had completed. Convenietitly,Oracle kernel emitted a section describingcthisor being

acted upon by the execute call, before it emitbedinformation about thexec call itself. The execute call did very
little work. Thee=1 string indicates that the call consumed only 1rasecond (Jus = 0.000 001 seconds) of elapsed
time.

PARSING IN CURSOR #1 len=69 dep=0 uid=5 oct=42 lid=5 tim=1038931660052098
hv=1509700594 ad="'50d6d560

alter session set events '10046 trace name context forever, level 12'

END OF STMT

EXEC #1:c=0,e=1,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4,tim=1038931660051673

When the execution of thre TER SESSION command completed, the Oracle kernel shippede$trback to the

client program by writing to a socket controlledthe SQL*Net driver. The elapsed duration of thig call was 5
s.

WAIT #1: nam="SQL*Net message to client' ela= 5 p1=1650815232 p2=1 p3=0

Upon completing therite call, the Oracle kernel issuedead upon the same socket (note thatdhealues for both
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thewrite and theread are the same), and the kernel awaited the nexestdrom its client program. Approximately
1,262ps after issuing theead call, theread call returned with another request for the kernel.

WAIT #1: nam='SQL*Net message from client' ela= 1262 p1=1650815232 p2=1 p3=0

The request received by thead of the socket was in fact the instruction to pamge'Hello, world" query. Note that
before printing theARSE statistics, the kernel helpfully emitted a secti@ginning with a sequence ef'"character.
and ending with the stringND OF STMT that describes the cursor being parsed. The patkigself consumed 214s
of elapsed time.

PARSING IN CURSOR #1 len=51 dep=0 uid=5 oct=3 lid=5 tim=1038931660054075
hv=1716247018 ad='50c551f8'

select 'Hello, world; today is '||sysdate from dual

END OF STMT

PARSE #1:¢=0,e=214,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4,tim=1038931660054053

The next database callEgEcC, which denotes the execution of the cursor thakérnel had parsed. Immediately
preceding th&xec line is an emptwINDS section, which indicates that although the SQL$Ruogram requested a
bind operation, there was nothing in the staterfarthe kerneto bind. Total elapsed time for the execution: 124

BINDS #1:
EXEC #1:c=0,e=124,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4,tim=1038931660054311

At the conclusion of thexec call, the kernel shipped a result back to thentlogram (that is, the SQL*Plus
program). The write to the socket consumeds ®f elapsed time.

WAIT #1: nam="SQL*Net message to client' ela= 5 p1=1650815232 p2=1 p3=0
Immediately following the write to the socket, tkernel's next action was a fetch operation. FrcH statistics
show an elapsed duration of 1{i§ to return one row1), which required three reads of the database baéfehe,

one in consistent moder{1) and two in current modeu=2).

FETCH #1:¢=0,e=177,p=0,cr=1,cu=2,mis=0,r=1,dep=0,09=4,tim=1038931660054596

The next database call recorded in the tracedimbther fetch, which took place after a 48%ead from the
SQL*Net socket. The fetch returned no rows and eoresd only 2us of elapsed time.

WAIT #1: nam='SQL*Net message from client' ela= 499 p1=1650815232 p2=1 p3=0
FETCH #1:¢=0,e=2,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=0,tim=1038931660055374

Next, the kernel shipped a result back to the tliea socket write operation that consumeus of elapsed time.
WAIT #1: nam='SQL*Net message to client' ela= 4 p1=1650815232 p2=1 p3=0

After shipping back the fetch result to the clighe kernel sat idle awaiting its next requesdidin't wait long. Only
1,261ps after initiating the SQL*Net socket read, thai call was complete.

WAIT #1: nam="SQL*Net message from client' ela= 1261 p1=1650815232 p2=1 p3=0

The instruction that thead call delivered to the kernel resulted in the aigsof the "Hello, world" cursor and finally
the end of the read-only transaction. Upon curkise; the kernel helpfully emittedsaAT line that indicates the
execution plan that the query optimizer had chdseexecuting my query. In this case, my query imedivated a
full-table scan obuAL.

STAT #1 id=1 cnt=1 pid=0 pos=0 obj=221 op="TABLE ACCESS FULL DUAL "'
XCTEND rlbk=0, rd_only=1
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As you can see, the Oracle kernel did quite afbitark to fulfill the requirements of even my traliSQL*Plus

session. For performance problems on real-lifeesgst you can imagine the significant leap in tfdeecomplexity.
But even this simple example shows some of ther&tihat occuwithin database calls and some of the actions that

occurbetweerdatabase calls. These actions are the buildingkblthat comprise the much larger and more complex
trace files that you'll encounter in real life.
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5.8 Exercises

1. In Example 5-8whichwaAiT lines refer to wait events maudéthin database calls, and which refer to wait
events madéetweerdatabase calls? Describe how egah) andela statistic shown fits into the relationstép

P~
~ Cc+2ela

Example 5-8. Extended SQL trace data file excerpt

Many WAIT #1 lines are omitted for clarity

PARSING IN CURSOR #1 len=253 dep=0 uid=18 oct=3 lid=18 tim=1024427939516845 hv=1223272015
ad='80chc5b8’

SQL text is omitted for clarity

END OF STMT

PARSE #1:¢=60000,e=55973,p=3,cr=44,cu=6,mis=1,r=0,dep=0,09=4,tim=1024427939516823
EXEC #1:c=0,e=140,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4,tim=1024427939517471

WAIT #1: nam="SQL*Net message to client' ela= 15 p1=1650815232 p2=1 p3=0

WAIT #1: nam="db file sequential read' ela= 678 p1=7 p2=11146 p3=1

WAIT #1: nam="db file sequential read' ela= 815 p1=7 p2=11274 p3=1

FETCH #1:¢=200000,e=259460,p=2,cr=12,cu=24,mis=0,r=1,dep=0,09=4,tim=1024427939777318
WAIT #1: nam="SQL*Net message from client' ela= 1450 p1=1650815232 p2=1 p3=0

WAIT #1: nam="SQL*Net message to client' ela= 5 p1=1650815232 p2=1 p3=0

FETCH #1:¢=0,e=339,p=0,cr=0,cu=0,mis=0,r=12,dep=0,09=4,tim=1024427939779621

WAIT #1: nam='SQL*Net message from client' ela= 7828 p1=1650815232 p2=1 p3=0

STAT lines are omitted for clarity

PARSING IN CURSOR #1 len=55 dep=0 uid=18 oct=42 lid=18 tim=1024427939789693 hv=3381932903
ad='80c9e33c’

alter session set events '10046 trace name context off'

END OF STMT

PARSE #1:¢=0,e=810,p=0,cr=0,cu=0,mis=1,r=0,dep=0,09=4,tim=1024427939789677

2. ForExample 5-9construct a graph like the one showifrigure 5-3that illustrates the recursive relationships
among database calls. Compute the contributienofoeach database call. What type of applicationld/o
perform the actions shown here?

Example 5-9. SQL trace file exhibiting recursive SQ behavior (level-1 output is shown to reduce clugr for
the exercise)

/u0l/oradata/admin/V901/udump/ora_23317_recursive.trc
*** TRACE DUMP CONTINUED FROM FILE ***

Oracle9i Enterprise Edition Release 9.0.1.0.0 - Production
With the Partitioning option

JServer Release 9.0.1.0.0 - Production
ORACLE_HOME = /u0l/oradata/app/9.0.1
System name:  Linux

Node name: research

Release: 2.4.4-4GB

Version: #1 Fri May 18 14:11:12 GMT 2001
Machine: 686

Instance name: V901

Redo thread mounted by this instance: 1
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Oracle process number: 9
Unix process pid: 23317, image: oracle@research (TNS V1-V3)

*** 2003-05-18 11:14:59.469
*** SESSION 1D:(8.1578) 2003-05-18 11:14:59.469
APPNAME mod="SQL*Plus' mh=3669949024 act=" ah=4029777240

PARSING IN CURSOR #1 len=68 dep=0 uid=5 oct=42 lid=5 tim=1053274499469370 hv=1635464953
ad='51f65c00'

alter session set events '10046 trace name context forever, level 1'

END OF STMT

EXEC #1:c=0,e=1,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=3,tim=1053274499469133

PARSING IN CURSOR #2 len=175 dep=1 uid=0 oct=3 lid=0 tim=1053274499471797 hv=1491008679
ad='52107fa8'

select u.name,0.name, t.update$, t.insert$, t.delete$, t.enabled from obj$ o,user$

u,trigger$ t where t.baseobject=:1 and t.obj#=0.0bj# and o.owner#=u.user# order by o.

obj#

END OF STMT

PARSE #2:¢=0,e=91,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=3,tim=1053274499471765

EXEC #2:¢=0,e=160,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=3,tim=1053274499483293

FETCH #2:¢=0,e=32228,p=1,cr=8,cu=0,mis=0,r=1,dep=1,09=3,tim=1053274499515571

FETCH #2:¢=0,e=20,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=3,tim=1053274499515717

PARSING IN CURSOR #1 len=44 dep=0 uid=5 oct=2 lid=5 tim=1053274499516502 hv=2583883
ad='51f224f8'

insert into t values (1001, rpad(1001,1000))

END OF STMT

PARSE #1:¢=0,e=45515,p=1,cr=8,cu=0,mis=1,r=0,dep=0,09=3,tim=1053274499516473

PARSING IN CURSOR #2 len=22 dep=1 uid=5 oct=3 lid=5 tim=1053274499535321 hv=4140187373
ad='521444c8'

SELECT count(*) from t

END OF STMT

PARSE #2:¢=0,e=1003,p=0,cr=0,cu=0,mis=1,r=0,dep=1,09=3,tim=1053274499535287

EXEC #2:¢=0,e=115,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=3,tim=1053274499535550

*** 2003-05-18 11:15:13.212

FETCH #2:
¢=3730000,e=13676722,p=127292,cr=127894,cu=260,mis=0,r=1,dep=1,09=3,tim=1053274513212315
EXEC #1:
€=3730000,e=13695999,p=127293,cr=127897,cu=264,mis=0,r=1,dep=0,09=3,tim=1053274513212610

PARSING IN CURSOR #4 len=52 dep=0 uid=5 oct=47 lid=5 tim=1053274513254792 hv=1697159799
ad='51f59e44'

BEGIN DBMS_OUTPUT.GET_LINES(:LINES, :NUMLINES); END;

END OF STMT

PARSE #4:¢=0,e=149,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=3,tim=1053274513254759

EXEC #4:c=0,e=38900,p=0,cr=0,cu=0,mis=0,r=1,dep=0,09=3,tim=1053274513293822

STAT #2 id=1 cnt=1 pid=0 pos=0 obj=0 op="SORT AGGREGATE "

STAT #2 id=2 cnt=1 pid=1 pos=1 0bj=31159 op="TABLE ACCESS FULL T

XCTEND rlbk=0, rd_only=0

3. Trace a DDL command, such @gopP TABLE. How many dictionary operations does the Oractadde
perform implicitly for you when you drop a table®WM does the number of operations change if thetabl
being dropped has indexes? What if there are himtag)in place on columns? What about constraints&tWw
if the table is involved in a materialized view,isisubject to a security polic
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Chapter 6. Collecting Extended SQL Trace Data

The process for collecting extended SQL trace dadamewhat of a moving target. For a while, Oraglpeared
committed to the excruciatingly inefficient Oradleace mechanism. However, the Oraclefease 2 documentation
states flatly that Oracle trace will be deprecatef@vor of SQL trace (presumabéxtendedQL trace) [Oracle
(2002)]. Oracle describes the use of SQL tracesistandard documentation, but if you want toerdendedSQL
trace, you have to work to find the informationigrbhapter helps to solve that problem for Oraeleases 7 through
9. The architects of the Oracle kernel understhed/alue of response time data that can be adbatcurately to
enduser business actions. Look for Oracle releas® tOrtain several features that will simplify yalata collectio
challenges.

Note that when you generate SQL trace data, yoteamrding data about your

“’@ application in an ASCII file. Each SQL trace filertains application SQL text. Many
SQL trace files also contain application data. Tike of this information is probably
subject to strict rules within your company. Youshansure that your use of SQL trace
files does not breach confidentiality or leak sewsidata to those who should not see it.

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-6
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6.1 Understanding Your Application

As you learned itChapter 3youwantto be able to trace exactly the actions motivéted carefully specified user
batch program for a carefully specified time intdnAs you'll see later in this chapter, the Oraelease 7, 8, and 9
kernels give you the ability to activate and deatt extended SQL tracing only at the Oraassiorlevel. Being
able to control tracing only at the session levehtes varying degrees of hardship for the dalaaa@n process,
depending upon the architecture of your applicatBefore you can trace your application, unfortehatyou must
understand its architecture.

] The most difficult part of diagnosing performanceelgems in Oracle release 7, 8, or 9
o applications is the collection of properly scopéhdostic data. Once you collect
Wy 4. properly scoped data, the diagnosis process rugssugoothly.

Let's begin with some definitions. #ser actionis a functional unit of work that some human beingcutes. Aiser
actionis the thing whose performance some user findseasting (and therefore you find it interesting)tddis
action requires the execution of code that maytexisany or all of several architectural tiers {sas a client's
browser, an application server, a database sewegrious network devices).

The database server host is the tier on whichothidk focuses, because most performance problemisecdiagnose
most efficiently by observing instrumentation prodd by this tier. A user action may involve zerorany
processe (or even threads) on the database server hqatodesss an operating system object that is an instaoti
of some executable program. You can identify armp@$ess by its unique OS process ID (PID), andogsumonito
it with operating system tools. For example, tHofeing Linux ps (report process status) output shows four
processes (8233, 8325, 8326, and 8327) which &mg osly three different programissg, ps, and two copies aj:

$ ps

PID TTY TIME CMD
8233 pts/4  00:00:00 ksh
8325 pts/4  00:00:00 t
8326 pts/4 00:00:00 t
8327 pts/4  00:00:00 ps

You will be interested primarily in two types of @8cesses on your database server host. Fir§besdost, you

will be interested in the Oracéerverprocesses that share memory, access your Oraealeade files, and do most of
the work on most Oracle systems. These processaiyusontain the string "oracle" in their namekgeTollowing
Linux command produces a listing of all procesbkas tontain the string "oracle" in the processeabut not the
string "grep™:

$ ps -ef | grep oracle | grep -v grep
756

oracle 1 0 Feb04 ? 00:00:19 ora_pmon_V816
oracle 758 1 0Feb04? 00:00:04 ora_dbw0_V816
oracle 760 1 O0Feb04? 00:00:03 ora_lgwr_V816
oracle 762 1 0Feb04? 00:00:43 ora_ckpt_V816
oracle 764 1 0Feb04? 00:00:01 ora_smon_V816
oracle 766 1 0Feb04? 00:00:00 ora_reco_V816

oracle 8834 8833 016:12 ? 00:00:00 oracleV816 (DESCRIPTION=(LO
oracle 8859 8858 016:13 ? 00:00:00 oracleV816 (DESCRIPTION=(LO

Note that this command has also displayed all obgstem's Oraclbackgroundorocesses as well (because they're
owned by the user calleghcle).

You might heaserverprocesses called many names, including:
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Server processes
Shadow processes
Kernel processes
Foreground processes

The second interesting type of OS process thatseaisyour server host is anlfent process that makes database
connections. For example, it is common to run degalrall-intensive application programs such asrtepr batch
uploads on the database server host itself. TmEguoration decision makes excellent sense fordient program
that consumes most of its total elapsed time waiiim database calls. In such a case, the costeafuging the client
program's CPU instructions on the server more toampensates for the cost of flooding a network witisses of
SQL*Net chit-chat between the client amdcle server processes.

Examples of Oracle application client programsudel.

sqlplus (SQL*Plus)

feorun (Oracle*Forms)

FNDLIBR (Oracle Financials Concurrent Manager program)
PYUGEN (An Oracle Human Resources program)

An Oracle sessioifor, in this book, simply aessiohis a specific sequence of database calls thatthoough a
connection between a user process and an Oratéadas You can identify a session by its uniquatifier, the
concatenation of$SESSION.SID andVv$SESSION.SERIAL#. For example, the following SQL*Plus output shavise
Oracle sessions:

SQL> select sid, serial#, username, type from v$session;

SID SERIAL# USERNAME TYPE

1 1 BACKGROUND

2 1 BACKGROUND

3 1 BACKGROUND

4 1 BACKGROUND

5 1 BACKGROUND

6 1 BACKGROUND

7 13 SYSTEM USER

8 11 SYSTEM USER

9 337 CVM USER

9 rows selected.

Data collection is simple when a user action ugestéy one client process, one Oracle server psycesl one
Oracle session. Fortunately, this is what happemsany performance problem situations, such astanging
reports and batch jobs. Complexity in data col@ttjrows when a user action involves the particpadf more
Oracle processes or more Oracle sessions. For ésamp

Oracle Multithreaded Server (MTS)

In an MTS configuration, several client processess a smaller number of Oracle server proces$es. T
configuration reduces the number of process inistigons required to run an application with a langenber
of constantly connected but mostly idle users.

Connection pooling

In a connection pooling configuration, a single @8cess (called servic§ on the middle tier creates a sin
Oracle connection and establishes a single Oraskan on a single Oracle server process. Thecsettven
makes database calls on behalf of many users withgingle session. This type of configurationrpiés ever
greater scalability for large user counts than Mo8figurations.

My colleagues and | see mind-bogglingly complex borations of these technologies and more in tHd,fie
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especially in environments where a single usepactquires work from services that are distribugesbss
databases. As | mentioned previously, collectirapprly scoped diagnostic data is usually the mifstwlt part of
problem diagnosis methods today. The good newsisance you figure out how to do it for a giveoratecture,
executing further data collection tasks for thah#ecture becomes much easier. Furthermore, loéxpat the
architectural changes planned for Oracle releas#plify the process of collecting properly scoptada for an
individual user action.

The key to successful extended SQL trace datactimifeis to understand how to identify the right€le sessions.
For connection pooling architectures, the key iglémtify which database calls and wait events toahe user actic
that you're diagnosing.

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-6-SECT-1
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6.2 Activating Extended SQL Trace

The first secret to the syntax of Oracle's exterf8@tl trace mechanism lies in the file
$ORACLE_HOME/rdbms/mesg/oraus.mi$g the error message file for the Oracle kertiglou search for the first
occurrence of the string "10000" that appearsaabtginning of a line in the file (e.g., by issuthg
command~10000 in vi), you'll find yourself in the midst of the follong file content:

/ Pseudo-error debugging events:

| Error codes 10000 .. 10999 are reserved for debug event codes that are

/" notreally errors.

/

/INLS_DO_NOT_TRANSLATE [10000,10999] - Tag to indicate messages should
/I not be translated.

10000, 00000, "controlfile debug event, name ‘control_file™

/I *Cause:

/I *Action:

Oracle kernel developers have created debuggingeweth codes in the rangeooo through10999 to assist them in
testing and debugging the kernel.

o Oracle Corporation does not distribaieus.msgn Microsoft Windows ports. To view
o the file, you'll need to find it on a non-Windowistrdibution.

»
A

The one-line descriptions of these debug eventade quite educational. In them you can discdweekistence of
debug events that enable Oracle kernel developeisnulate events like memory errors or variougsypf file
corruption, change the behavior of componentstlieequery optimizer, or trace internal kernel opieres like latch
acquisitions. Debugging events that can assisirygour role as performance analyst include:

10032, 00000, "sort statistics (SOR*)"

10033, 00000, "sort run information (SRD*/SRS*)"
10053, 00000, "CBO Enable optimizer trace"

10079, 00000, "trace data sent/received via SQL*Net"
10104, 00000, "dump hash join statistics to trace file"
10241, 00000, "remote SQL execution tracing/validation”

Amid the list of over 400 debugging events is the to activate extended SQL trace:
10046, 00000, "enable SQL statement timing"

This inconspicuous little capability, buried abd6t000 lines deep within an undocumented file nis of the heroes
of this book. It is the source of your ability tbtain a full account of how an Oracle applicatioaggam consumes
your users' response tim

Prior to Oracle release 10, all pseudo-error delmgggvents are officially unsupported,
"@ unless you're acting specifically under the ditof Oracle Support. Later in this
chapter, | describe thEBMS_SUPPORT.START_TRACE_IN_SESSION package, which is a
fully supported way to use event 10046.
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6.2.1 Tracing Your Own Source Code

Tracing a session is a very simple process wherhgoa read-write access to the source code ok to be
traced. Activating and deactivating extended SQ@ktedrrequires only that the Oracle kernel execestL
statements shown ixample 6-1The first line ensures thatMED_STATISTICS is active for the session, regardles:
the instance-wide value ofMED_STATSITICS. Without activating Oracle timed statistics, dllyoure, c, ela, andtim
values will be zero and therefore of no value inry@sponse time analysis.

Example 6-1. This code activates and deactivatesterded SQL trace for a session

alter session set timed_statistics=true

alter session set max_dump_file_size=unlimited

alter session set tracefile_identifier="POX20031031a’

alter session set events '10046 trace name context forever, level 8'
/* code to be traced goes here */

alter session set events '10046 trace name context off'

The second line ensures that the Oracle kernehwailtruncate your trace file against your wisidee
MAX_DUMP_FILE_SIZE parameter permits the Oracle database administatestrict the size of trace files generated
by Oracle sessions. The feature is designed teptgerformance analysts from accidentally fillthg filesystem(s)
to whichuser_DUMP_DEST andBACKGROUND_DUMP_DEST refer. However, forgetting to relax this file size
restriction can be an expensive and frustratingakésfor a performance improvement projécthe last thing you
want to see after three weeks of careful preparatidrace a long-running monthly batch job is artdr-than-
expected trace file with following line at its tail

(1] The default setting IWNLIMITED on Oracle release 9.
*** DUMP FILE SIZE IS LIMITED TO 1048576 BYTES ***

With the ability to relax the maximum dump file siimit comes the responsibility of not filling thigkesystem to
which your trace file will be written. If the Orackernel is writing to a filesystem that throwdfigesystem full"
error, the result will be a truncated trace fil@utl end up with something that looks like thidfa tail of the file:

WAIT #42: nam='db file sequential read' ela= 17101 p1=10 p2=2213 p3=1
WAIT #42: nam='db file se

Note that some Oracle ports (notably Orai for Microsoft Windows) do not support theiLIMITED keyword value.
For these ports, simply sehx_DUMP_FILE_SIZE to a large integer. On the 32-bit implementatioh®racle in our
laboratory, the maximum value you can specify3s-24 = 2,147,483,647. Note also that the parameters
TIMED_STATISTICS andMAX_DUMP_FILE_SIZE have been session-modifiable since Oracle relé@séf you are using
a release of Oracle prior to 7.3, the only wayetbeither of these parameters for a given sessitmdet them
instance-wide.

It is possible thabsErR_DumP_DEST may someday also become a session-settable paraaseatell. This feature
would be useful because it would allow you to redirspecific trace files to specific locations,dwhen motives of
space economy, performance, or just ease of addessle's release 9.2 documentation states)$es_DUMP_DEST
is a session-settable parameter [Oracle (2002)ke¥er, it is not true at least on Oracle releage091.0 for
Microsoft Windows.

The third line inExample 6-Icauses the resulting trace file to contain thegtiPOX20031031a" in its file name
(this feature is available in 8.1.7). Inserting gokind of unique ID into the trace file name wilhke it easy later on
to identify which file contains the information é\collected. Any unique 1D will do. In this exampl&e chosen a
name that might make sense for run "a" of the "P@¥brt executed on 31 October 2003.

The fourth line inExample 6-lactivates the extended SQL trace mechanism itsaling the Oracle kernel to write
statistics into the kernel process' trace file.eNtbiat inExample 6-11 activated the extended SQL trace mechanism
by setting the tracing level to 8. | deactivated_Sface by specifying therr keyword, which set the tracing level to
0. The tracing levels are summarized'able 6-1
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Table 6-1. Oracle's "pseudo-error debugging eventhumber 10046 tracing levels

Level Ik;nitﬁl]igg Function

0 0000 Emit no statistics.

1 0001 Emit =+, APPNAME, PARSING IN CURSOR, PARSE ERROR, EXEC, FETCH, UNMAP, SORT
UNMAP, ERROR, STAT, andXCTEND lines.

2 0011 Apparently identical to level 1.

4 0101 Emit BINDS sections in addition to level-1 lines.

8 1001 Emit WAIT lines in addition to level-1 lines.

12 1101 Emit level-1, level-4, and level-8 lines.

Although you can deactivate tracing explicitlyisioften best not to. A session's tracing attriluliés with the
session, so when a user disconnects from Oraééerahe file closes gracefully. Allowing the discection to end
the tracing is the best way to ensure that alhefdession'sTAT lines are emitted to the trace file, for the reeso
described irChapter 50f course, if you are tracing an application tisets a persistent Oracle connection, like
processes configured as "linked internal” withia @racle Applications Concurrent Manager, then iymst
deactivate tracing explicitly. Fortunately, it @y enough to reproduce missswpaT data with Oracle'sxPLAIN
PLAN facility or the newvs$sQL_PLAN fixed view (available in release 9).

6.2.2 Tracing Someone Else's Source Code

You can traceny Oracle session you want, even background ses$iangou suspect that writes to database file
taking too long? Trace DBWR and find out. Do younkithat writing to the online redo log files isotglow? Trace
LGWR and find out. Did you ever wonder what it cofdr the Oracle kernel to automatically coalestsetspaces fi
you? Trace SMON and find o

Do nottrace PMON with extended SQL trace. Tracing PM@N cause instance failure
“"@ (Oracle bug 2329767, reputedly fixed in Oracleaste10). The good news is that there
are very few legitimate reasons why you might dttusantto trace PMON.

6.2.2.1 Triggering a session to activate its ownéce

The plot thickens a little bit when you need t@é&a program to which you don't have write-acceske source
code. It's often not much more difficult; you jiistve to use a little bit of imagination. For exaeplou can use the
AFTER LOGON trigger function introduced in release 8.1 to\att level-8 tracing for any session with a pafécu
attribute. The code iBxample 6-Zreates a trigger that activates tracing for @&sg®n whose Oracle username t
suffix of _test.

Example 6-2. This code creates a trigger that acttes tracing for any session whose Oracle usernarhas the
suffix _test

create or replace trigger trace_test_user after logon on database
begin
if user like '%\_test' escape \' then
execute immediate 'alter session set timed_statistics=true’;
execute immediate 'alter session set max_dump_file_size=unlimited’;
execute immediate
end if;
end;
/

The implementation particulars of a trigger likesttill vary widely from one application to the rieXhe important
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thing is that you understand your application veelbugh that you can think innovatively about how paight
activate extended SQL tracing for the session af yhoice.

6.2.2.2 Activating trace from a third-party session

Oracle provides several packaged procedures tloat gbu to manipulate attributes of a session tactvlyou are not
connected. Your first task is to identify the sesghat you want to trace. Many database admintisgare already
familiar with means for finding theiD andseriaL# (from thev$sESSION fixed view) of a specific process from
applications that they manadgexample 6-Fhows one example of a SQL statement that dogs thi

Example 63. This SQL statement lists attributes of a user ssion for which the session username is supplied
the Oracle placeholder variable :uname

select
s.sid db_sid,
s.serial# db_serial,
p.spid os_pid,
to_char(s.logon_time, 'yyyy/mm/dd hh24:mi:ss') db_login_time,
nvi(s.username, 'SYS') db_user,
s.osuser 0s_user,
s.machine os_machine,
nvil(decode(
instr(s.terminal, chr(0)), O,
s.terminal, substr(s.terminal, 1, instr(s.terminal, chr(0))-1)
), 'none’) os_terminal,
s.program os_program
from
v$session s,
v$process p
where
s.paddr = p.addr
and s.username like upper(:uname)

An application can greatly simplify the task of Sies identification by revealing some identifyingdrmation about
the session to the end user. Imagine an applicidiom that can list the values @$SESSION.SID and
V$SESSION.SERIAL# right on the user's form. Such a feature greatlysts the end-user in describing to the
performance analyst how to identify a session legtds targeted performance analysis.

The package callenBMS_APPLICATION_INFO provides three useful procedureSEf MODULE, SET_ACTION, and
SET_CLIENT_INFO—for helping to identify targeted Oracle sessioractEprocedure inserts a value into the
V$SESSION fixed view for the session executing the procedtire attributeMODULE, ACTION, andCLIENT_INFO
create a convenient hierarchy for identifying usetions. For example, Nikolas Alexander's applaatorm might
make the following settings:

dbms_application_info.set_module('Accounts Payable')
dbms_application_info.set_action('Pay Invoices')
dbms_application_info.set_client_info('Nikolas Alexander")

When an application "earmarks" itself by callibgms_APPLICATION_INFO procedures, it becomes trivial to target
Oracle session executed by an individual cliehQehcle sessions executing a particular actiorven all Oracle
sessions participating in the actions of a givemuh®. For example, the following query returns gbesion
identification information for the set of all Oractessions running the Pay Invoices action of ttepAnts Payable
module:

select session, serial#

from v$session

where v$session.module = 'Accounts Payable'
and v$session.action = 'Pay Invoices'

One problem with using theODULE, ACTION, andCLIENT_INFO attributes through Oracle
“"@ release 9 is that setting any of the attributesireq the overhead of a database call
(which includes not just additional workload upbe Oracle kernel, but extra network
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capacity consumption as well). For small user astithe overhead becomes a significant
proportion of the action's total workload.

Once you have obtained th® andseRIAL# identification for the session you want to tragetjvating trace is
straightforwardExample 6-4shows how to use tlEBMS_SYSTEM package to activateMED_STATISTICS for a
specific session and set itax_DUMP_FILE_SIZE to the desired value. Even if you don't have axtes
DBMS_SYSTEM, you can manipulate these Oracle system paranmststsm-wide without incurring outage with
ALTER SYSTEM commands in any Oracle release since 7.3.

Example 6-4. Manipulating session parameters for aession identified by :sid and :serial

sys.dbms_system.set_bool_param_in_session(
:sid, :serial,
'timed_statistics', true

sys.dbms_system.set_int_param_in_session(
:sid, :serial,
'max_dump_file_size', 2147483647

)

There are several ways to activate extended SQingrdor a given session. Two such ways are shoviaxample 6-
5 andExample 6-6Oracle encourages you to use bis&1s_SUPPORT package instead oBMS_SYSTEM if you have
a choice (Oracl®letaLinknote 62294.1). However, Oracle does not slimssupp.sandprvtsupp.plbwith some
software distributions. If you cannot fimMs_SUPPORT on your system, don't despair. My colleagues dmalve
usedbBMS_SYSTEM.SET_EV in hundreds of performance improvement projecthouit negative incident. Friends in
Oracle Support have informed me that tis#S_SUPPORT.START_TRACE_IN_SESSION procedure is implemented a
call toSET_EV anyway.

o The safety of uSingTART_TRACE_IN_SESSION is that you're not susceptible to
;h_ typographical errors in specifying evanb4e. Accidentally typing the wrong event
«! 4. number could obviously lead to catastrophe.

Example 6-5. Activating extended SQL trace at leved with START_TRACE_IN_SESSION for a session
identified by :sid and :serial

sys.dbms_support.start_trace_in_session(
'sid, :serial,
waits=>true, binds=>false

* code to be traced executes during this time window */
sys.dbms_support.stop_trace_in_session(
'sid, :serial

)

Do not usebBMS_SYSTEM.START_SQL_TRACE_IN_SESSION to activate extended SQL
“"@ trace, because this procedure can activate SQingraaly at level 1. You cannot activate
extended®QL tracing withSTART_SQL_TRACE_IN_SESSION.

Example 6-6. Activating extended SQL trace at leved with SET_EV for a session identified by :sid andserial

sys.dbms_system.set_ev(:sid, :serial, 10046, 8, ")
/* code to be traced executes during this time window */
sys.dbms_system.set_ev(:sid, :serial, 10046, 0, ")
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6.3 Finding Your Trace File(s)

Once you have traced a session, your next taskigentify the one or more trace files into whidhuy trace data
were written. Each Oracle kernel process creasisghe trace file; hence, depending upon an apijdics
architectural configuration, there can be one orentace files for each traced Oracle sessionekample, Oracle
Multi-Threaded Server can emit data for a singksi&m into two or more trace files. Your first tagl be to
identify the directory in which your trace filesside. This step isn't difficult, because thereary two options. The
answer is either the setting of theerR_bumP_DEST Oracle parameter or tlB2CKGROUND_DUMP_DEST parametef

2] 've heard reports of the occasional bug that causes #deQternel to ignore the dump destination parameters areltvade files
instead tdbORACLE_HOME/rdbms/log

Next, you will need to identify the correct filer(files) within that directory. If you were able tag your trace fil¢
name with a unique identifier by setting a seSSIORACEFILE_IDENTIFIER attribute, then finding your trace file
should be no problem. Simply search the tracdlfilectory for a file name that contains your ID.\&yer, if you
were unable to tag your file name—for example, beeawu activated tracing for someone else's caate & third-
party session—then your job is a little more difficu

6.3.1 Trace File Names

One complication is that the various porting groap®racle Corporation have chosen different cotiwes for
naming trace filesTable 6-2illustrates some of the names we've seen in éhe. iBecause there's no cross-platform
naming standard, it can seem difficult to writelaform-independent tool that can predict the nafrthe trace file
for a given session. But this isn't too difficuftaoproblem if your site uses only a few differenvironments. You
simply figure out what pattern the Oracle kern@aior its trace file names, and then you can pteide file names
will create. For example, on our Linux researclveertrace files are nameeh_spPiD.trc, wherespPID is the value of
V$PROCESS.SPID for the session.

Table 6-2. Oracle trace file naming conventions vagrby Oracle kernel porting group and by Oracle verson

Oracle trace file name Oracle version Operating system
ora_1107.trc 8.1.6.0.0 Linux 2.2.15
ora_31641.trc 9.0.1.0.0 Linux 2.4.4
ora_31729.trc 8.1.5.0.0 OSF1 V4.0
proa021_ora_9452.trc 8.0.5.2.1 Sun0S 5.6
cdap_ora_17696.trc 9.2.0.1.0 SunOS 5.8
ora_176344_crswp.trc 8.1.6.3.0 AIX 3
MERKUR_S7_FG_ORACLE_013.trc 8.1.7.0.0 OpenVMS 2-1
ora_3209_orapatch.trc 8.1.6.3.0 HP-UX B.11.00
ORA01532.TRC 8.1.7.0.0 Windows 2000 V5.0
v920_ora_1072.trc 9.2.0.1.0 Windows 2000 V5.1

6.3.2 Simple Client-Server Applications
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Even in the modern age of complex multi-tier aretiiires, you probably execute many programs inlsici@nt-
server mode, especially batch jobs. Any time yolaige an application component for testing, yolikealy to enjoy
the same luxury. In such a configuration, any Qraelssion creates a single trace file that contitesexactly for
that sessionHigure 6-).

Figure 6-1. For simple client-server configurationsthere is one server process per session and, tafare, one
trace file per session

cliest Application client
process A —

SEMver Orade server
T2 | e

[
% Orade trace files

The absence of a cross-platform trace file namiagdard made it difficult for our company to deyebportable
software tool to find the right trace file. We calesed maintaining a table of file naming patte(ires, regular
expressions) that we could update as we learneat @hanges brought on by new ports and new Oratdases. But
we decided that maintaining such a table wouldbestror-prone. Instead, we landed upon the folgvéalgorithm:

1. Given the session ID and serial number for yousehcsession (the valueswsSESSION.SID and
V$SESSION.SERIAL#), determine the system process ID (SPID) of yeaver process. The SPID is the value
of V$PROCESS.SPID for your session, which you can find using a jidie the one shown iExample 6-3

2. ldentify the directory in which your trace file rdss. The directory is the value @§ER_DUMP_DEST if
V$SESSION.TYPE='"USER'; it iS BACKGROUND_DUMP_DEST if V$SESSION.TYPE="BACKGROUND".

3. List the contents of that directory, ordered bycagesling file modification time (for example, usikgt in
Unix). Note that a file modification time (antimé typically has resolution of one second. Henceyd or
more trace files are created in the same secoed,itlis impossible for you to know which one isvee by
comparing theimtimes

4. For each file in that list whogsatimeis more recent than the time at which your dateection began (it is
possible to be more precise than this, but comgahamtimeto the data collection begin time is a more
conservative approach):

a. Seek to thdinal preamble in the file. This is especially importantMicrosoft Windows platforms,
where the Oracle kernel tends to reuse trace ditees frequently, and where the keragbendgo
existing trace data. (Therefore, it is possibledawe two or more preambles in a single trace file.)

b. Search the preamble for the line containing thagtipid" (on Unix variants and OpenVMS) or
"thread id" (on Windows). The preamble consistalbthe lines up to the line that begins with the
string ",

c. If the number following "pid" or "thread id" matchéhe SPID for your chosen session, then you have
found your file, and you may stop searching.

If you exhaust the list of files without findingnaatching system process ID, then stop searchiedijléhor
files you are looking for do not exist.

| have written portable Perl code that implemepigraximately these steps as a part of prdgerky which you ca
read about dtttp://www.hotsos.com
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This method of peeking at file content may strikel s inelegant, especially if your shop uses onbyor two
operating systems. However, the algorithm has dvarstage of reliability across platforms and acOsscle
software upgrades. The algorithm scales well wepect to the number of trace files in the dirgcttirscales less
well if the trace files being peeked at are vergdaand contain several preambles.

6.3.3 Oracle Parallel Execution

Using Oracle's Parallel Execution (PX) capabilitasises an Oracle kernel process to fork two oerobild
processes (calledX slaveyto fulfill the responsibilities of parallel readj and parallel sorting. PX slave processes
inherit the tracing attributes of their query caoedor. Consequently, activating extended SQL tfaca session th
uses PX features will generate several relevaoétiites. The remaining task is to identify andlgpaall of the
relevant trace files. This task is usually simpiewgh to do by assessing the modification times®imost recently

generated trace files. For queries using paradigtekp, the numben of relevant trace files will be in the rangn,i:_
n< 2p + 1 per enlisted instance.

6.3.4 Oracle Multi-Threaded Server

Using Oracle's Multifhreaded Server (MTS) capability makes finding yiwace data a little more complicated. v
allows switched connections, which creates a onedny relationship between an Oracle session an@thcle
kernel processes that service database calls nyatthe IsessionHigure 6-3. Thus, the trace output from a single
session can be scattered throughout two or mate fil@s. The Oracle kernel does provide complessi®n
identification and timestamp data each time a eagwigrates to a new server process (and hence &raee file). It
is straightforward to create the logical equivaleiha single trace file for a given session. Thelifications to the
method for finding trace files detailed previouahg:

e Depending upon your version of Oracle, your shaexger trace files may reside in
BACKGROUND_DUMP_DEST (my staff and | have seen this behavior on soriease 7 and 8 platforms), or
they may be ivSerR_DUMP_DEST (we've seen this behavior on release 9).

e Instead of quitting when you finghetrace file with the correct session identificatinformation within it,
you must continue searchiadl the trace files with qualifying modification times

e Once you've identified all the files that conta@gfevant trace data, you must discard the irreleglate from
sessions other than the one in which you're intedesnd then you have to merge the resulting ééist,
discard segments of trace data that corresponestians other than the specified session. You etarrdine
easily which sections you want to keep by obserttiggsession ID lines that begin with Finally, merge th
remaining segments of trace data into ascending dirder. This is also an easy step becausetliees
contain times as well. The result is a "virtualide file containing only the session informatioattjyou
require. You can perform this step by hand withwtirwindow text editor, or you can purchase a tibait
can do it for you. We have created such a toalvatv.hotsos.comwhich we sell as a commercial product.

Figure 6-2. Oracle Multi-Threaded Server uses a onto-many relationship between client and server
processes; hence, MTS can stream data about a seasinto more than one trace file

client Application dlient
preess ProCEssEs
SErVer server s Oracle server
spid 1432 spid 1483 i 1434 | penses

— é (rade mrace fils
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6.3.5 Connection-Pooling Applications

As | described earlier, connection pooling is arasle technique designed to reduce the numbertabdseconnect
anddisconnectalls. Connection-pooling applications are onlyasy to diagnose as their design permits. If an
application is instrumented in such a manner thattabase calls executed on behalf of a usenadn be
identified, then your data collection job will basy. Unfortunately, many connection-pooling appiass are not
instrumented in this way. | believe that the redeakOracle release 10 will facilitate the creatafrsuch
instrumentation over the next several years.

The performance diagnostic problem of connectiaslipg occurs when the application server concdadsdentity
of the end user from the database. Because sexsa share a single session, it is impossibleterchine from the
trace file alone which user has motivated a gives of trace dataHigure 6-3.

o The best permanent solution to the connection-pgaliagnosis problem is an

o application design that facilitates the activatidrextended SQL trace for any individual
W A, application user's experience.

If your application lacks instrumentation to faggte tracing of an individual user's SQL, you asealone. There are
of course other ways you can make progress. Cansiddollowing scenario: a user named Nancy ad@ress
150.121.1.102 has reported a performance problemtié connection-pooling order entry applicatibown in
Figure 6-3 The application does not facilitate the idenéfion of Nancy's extended SQL trace data.

Figure 6-3. A connectionpooling architecture. Unless the middle tier record a mapping of end user identity t
database call, there will be no way to determine wbh user motivated which lines of trace data

Broswsers
TS0.T21.01.000 150721007 15001211002 150211003
| |
hitpod Application server
processes
arver .
s Oracle server
id 823 prncessEs

Oracle trace files

One simple strategy is to force all users othen thancy to cease their use of the system tempgpratien activate
extended SQL tracing for Nancy's service and alamcy to execute her slow business function. Wherfunction
has completed, deactivate tracing and allow albther users back onto the system. This strategylaven
effective in some limited cases, but in additioth® obvious business disruption, it has a profadiagnostic
disadvantage. If Nancy's performance problem is¢kalt of competition with other sessions, thendhta collected
with this method will be devoid of evidence of fv®blem’s root cause.

A more powerful workaround is possible if you cédteathe architecture temporarily to isolate Naaggssion.
Figure 6-4shows one way in which you might accomplish thiadification. In this figure, | show the isolatiof o
Nancy's session by supplying her with her own a@ggilbn server process and single dedicated Oraclkeisprocess
One way to accomplish this switdwer is to provide Nancy with a special "servicentifier" (the application servit
layer analog of a special TNS alias) that provictasnection to the special diagnostic applicationeseprocess.
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A commonly stated objection to this method is thatarchitecture change might itself influencepbegormance
behavior of Nancy's session while it is being dasgd. However, the change is more localized indhse than in tf
first workaround | described, because you havérhged the workload that competes with Nancy. Gdytajou

will need to investigate the changes ymyvemade, especially if you notice that an architectirange does beget a
performance change. For example, if the modifiethigzcture shown ifrigure 6-4produces consistently faster
performance than the one showrigure 6-3 then you might investigate whether ti@do application server
process might be a significant participant in thebfem.

Figure 6-4. If you can isolate the user's workloado that no other user action's database call linegppear in its
Oracle trace file, then the diagnostic data colle@tn is no more difficult than in the simple clientserver case

Browsers
1500210000 1500210007 150002100003 1500210002
L |
httpd0 hitpd1 Application server
peocesses
server server .
; . ! Oracl
spid 8236 spid 9412 p,’j';;;:;“”

[,
Oracle trace files

A final strategy that I'll describe here is possibhly ifall the users who share one or more Oracle serveegses
with Nancy are doing approximately the same typeadk as Nancy is doing. If all the connectiong thse the
server processes are submitting the same kindsdead, then each of the lines in the resultisgeérfile will be
approximately representative of Nancy's workloadijlastrated inFigure 6-5

Figure 6-5. If all the users who use the Oracle seer processes shown here are doing approximatelydlsame
type of work, then any of the workload depicted irthe trace file is an approximate representation oény
individual user action's workload

Browsers
1507210000 1500210007 15001210002 1500211103
hitpad Application server
processes
SErvef "
p Oracle server
spid 8236 processes

[
Oracle trace files

Of course, it is true that you "cannot extrapotiail from an average" and therefore, considesisgle trace file
as representative of Nancy's work bears a risk@&egter 3. However, in this case, our knowledge of session
homogeneity is vital additional information. It's i | had told you that the mean of a list of nwertis elevemand
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that the numbers are all approximately the safffeat extra bit of information—that the numbers aie
approximately the same—enables you to extrapolgigrfeate conclusions about the data behind the méaii the
users who share an Oracle server process are dpprgximately the same type of work, then you aamsier any
line of trace data in the resulting trace file asapproximate representation of any user's workload

6.3.6 Some Good News

Data collection is more complicated for applicattammfigurations that allow a single applicationsetion to
distribute its database calls across two or mastitit Oracle kernel processes. Of course, thisdstrategy
employed by virtually all applications being budtday. | hope that the problem of trace data idieation is one
motivation behind Oracle Corporation's significanvestment into diagnostic changes scheduled faclerelease
10. 1 do believe that the problem shall becomeegdsimanage in the future. There are two piecg®ofl news for
today, however:

e Collecting extended SQL trace statistics for maatch jobs is easy, and it should continue to begen in
the increasingly-tier world, because the best configuration for ynlatch jobs is to run with a dedicated
Oracle server process.

e Every data collection problem that my colleaguegehencountered so far has a practical solutionpketthe
www.hotsos.conweb site is one of the first places you'll cheakrfew developments as they occur.

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-6-SECT-3
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Book: Optimizing Oracle Performance
Section: Chapter 6. Collecting Extended SQL Trace Data

6.4 Eliminating Collection Error

As you have seen iBhapter 3it is of paramount importance to collect SQL &aatgoreciselyfor a desired time
scope. Especially for short-duration user resptinse diagnosis projects, it is critical to activated deactivate SQL
trace at exactly the right times. When trace feession is activated or deactivated by a thirdypsession, time
scope violations can occur either at the headetath of the trace file. The remainder of this ptes shows you how
to determine how and why data collection errorsioemd how to get the maximum possible informafrom your
trace data.

6.4.1 Time Scope Errors at Trace Activation

When a session activates its own SQL trace, teetfilng you'll find in the session's trace filériformation
pertaining to th@LTER SESSION SET EVENTS command. However, when a session's trace attribstet by another
session (with, for examplepMS_SYSTEM.SET_EV Or DBMS_SUPPORT.START_TRACE_IN_SESSION), it's more difficuli
to predict what the first event printed into thect file will be.

6.4.1.1 Missing wait event data at trace activation

If tracing is activated in the midst of a wait ev#mt occurs between database calls, then therbeaissing data at
the head of the trace file. For example, considersequence of actions depictedrigure 6-6 In a test, | created two
SQL*Plus sessions: one identified as 7.10583 gtheandseRIAL# for the session), and another called the "second”
session. In the second session, | executed thenfioly PL/SQL block, supplying the values 7 and 1D58response
to the prompts:

set serveroutput on
undef 1
undef 2

declare
t varchar(20);
begin
dbms_system.set_ev(&1,&2,10046,8,");
select to_char(sysdate, 'hh24:mi:ss') into t from v$timer;
dbms_output.put_line('time='[|t);
end;
/

Executing this block activated tracing for sessiat0583 and displayed that my trace activation tivas 12:31:11.
Therefore, | know that this time marked the begigndf my requested data collection interval.

Figure 6-6. Although the SET_EV call was made in th second session at 12:31:11, the first entry intbe
session 7.10583 trace file didn't occur until 12:347.330, leaving an unaccounted-for duration of roghly 36
seconds

http://safari.oreilly.com/?x=1&mode=print&sortKey=title&sortOrderc@&siew=&xmlid... 4/26/200-



O'Reilly Network Safari Bookshe- Optimizing Oracle Performan Page2 of 11
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Within session 7.10583, | waited a few secondsthad executed a simple query for the current sysitewe The
query result was 12:31:47. Then | exited sessit@583. The trace file for the session is showBxample 6-7
Notice that the trace file accounts for actionsrglplace between 12:31:47.330 and approximatel$1t27.983 (|
computed this second figure by walking the clockhia trace data), but it contains no data whatsdeveéhe
approximately 36 seconds that elapsed between 12:3hd 12:31:47.330.

Example 6-7. This trace file was created by a query for thewagrent system time. The query result was 12:31:4
which matches the first timestamp (highlighted) inthe trace file

/u0l/oradata/admin/V901/udump/ora_31262.trc

Oracle9i Enterprise Edition release 9.0.1.0.0 - Production
With the Partitioning option

JServer release 9.0.1.0.0 - Production

ORACLE_HOME = /u0l/oradata/app/9.0.1

System name: Linux

Node name: research

Release: 2.4.4-4GB

Version: #1 Fri May 18 14:11:12 GMT 2001

Machine: 686

Instance name: V901

Redo thread mounted by this instance: 1

Oracle process number: 8

Unix process pid: 31262, image: oracle@research (TNS V1-V3)

*** 2003-01-28 12:31:47.330
*** SESSION ID:(7.10583) 2003-01-28 12:31:47.330
APPNAME mod="SQL*Plus' mh=3669949024 act="ah=4029777240

PARSING IN CURSOR #1 len=47 dep=0 uid=5 oct=3 lid=5 tim=1043778707330593 hv=2972477985
ad='51302734'

select to_char(sysdate, 'hh24:mi:ss') from dual

END OF STMT

PARSE #1:¢=10000,e=1510,p=0,cr=0,cu=0,mis=1,r=0,dep=0,09=4,tim=1043778707330128
EXEC #1:c=0,e=97,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4,tim=1043778707330810

WAIT #1: nam="SQL*Net message to client' ela= 5 p1=1650815232 p2=1 p3=0

FETCH #1:¢=0,e=156,p=0,cr=1,cu=2,mis=0,r=1,dep=0,09=4,tim=1043778707331088

WAIT #1: nam='SQL*Net message from client' ela= 452 p1=1650815232 p2=1 p3=0
FETCH #1:¢=0,e=2,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=0,tim=1043778707331819

WAIT #1: nam="SQL*Net message to client' ela= 4 p1=1650815232 p2=1 p3=0

WAIT #1: nam="SQL*Net message from client' ela= 650421 p1=1650815232 p2=1 p3=0
STAT #1 id=1 cnt=1 pid=0 pos=0 obj=221 op="TABLE ACCESS FULL DUAL "'

XCTEND rlbk=0, rd_only=1
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Because | had complete control over session 7.1f@58Be duration of its existence, | know that 8&seconds that
are missing from the trace data should have beghwed to the kernel event calle@L*Net message from client.
However, if | had not known this, there would héeen no accurate way to account for the missing.tithis is wh
the Sparkydata collectorhttp://www.hotsos.cojnqueriesv$SESSION_WAIT at trace activation (and deactivation).
Had | executed the following query at the timerate activation, | would have known which wait eivemas in-
process at the time of trace activation (12:31:11):

select event from v$session_wait where sid=7 and state="WAITING'
6.4.1.2 Missing database call data at trace activiah

A more difficult problem occurs when a sessiorgsitrg attribute is activated in the midst of a date call. For
example, | activated the tracing attribute for g#s8.1665 in the midst of a long-running fetchsukéing in the trace
data shown irfexample 6-8The trace file is disturbing if you study it. time over 87,700 lines of trace data that I've
not shown here, there are thousands of centisecand$ of wait event time attributable to curgor(the sum of the
ela field values orwAIT #1 lines). However, the very first database call {gdhto the trace file is thenmaP database
call that is highlighted ifexample 6-8Notice that its total elapsed duration is onlgeBtisecondse€s). We have
thousands of centiseconds' worth of wait event timoéivated by some database call, but the datatsdisthat
accounts for all that time doesn't appear in thegidata!

Example 6-8. The trace file produced by activatingrace in the midst of a longrunning fetch call. The fetch cal
in-process when tracing was activated is completebbsent from the trace data

Dump file C:\oracle\admin\ora817\udump\ORA02124.TRC
Tue Jan 28 02:13:21 2003

ORACLE V8.1.7.0.0 - Production vsnsta=0

vsnsql=e vsnxtr=3

Windows 2000 Version 5.0 Service Pack 3, CPU type 586
Oracle8i Enterprise Edition release 8.1.7.0.0 - Production
With the Partitioning option

JServer release 8.1.7.0.0 - Production

Windows 2000 Version 5.0 Service Pack 3, CPU type 586
Instance name: ora817

Redo thread mounted by this instance: 1
Oracle process number: 10
Windows thread id: 2124, image: ORACLE.EXE

*** 2003-01-28 02:13:21.520

*** SESSION ID:(8.1665) 2003-01-28 02:13:21.510

WAIT #1: nam="direct path write' ela= 0 p1=4 p2=1499 p3=1

WAIT #1: nam='direct path write' ela= 0 p1=4 p2=1501 p3=1

WAIT #1: nam="db file sequential read' ela= 0 p1=1 p2=3690 p3=1
WAIT #1: nam="db file sequential read' ela= 0 p1=1 p2=3638 p3=1
WAIT #1: nam="db file sequential read' ela= 12 p1=1 p2=3691 p3=1
WAIT #1: nam="db file sequential read' ela= 0 p1=1 p2=3692 p3=1

PARSING IN CURSOR #2 len=36 dep=1 uid=0 oct=3 lid=0 tim=38025864 hv=1705880752
ad='39be068"'

select file# from file$ where ts#=:1

END OF STMT

PARSE #2:¢=0,e=0,p=0,cr=0,cu=0,mis=1,r=0,dep=1,09=0,tim=38025864

Approximately 87,700 lines are omitted here, none of which contains a dep=0 action.

WAIT #1: nam='direct path read' ela= 0 p1=4 p2=3710 p
WAIT #1: nam="direct path read' ela= 0 p1=4 p2=3711 p
WAIT #1: nam="direct path read' ela= 1 p1=4 p2=3586 p
WAIT #1: nam='direct path read' ela= 0 p1=4 p2=3587 p
WAIT #1: nam='direct path read' ela= 0 p1=4 p2=3591 p3
WAIT #1: nam="direct path read' ela= 0 p1=4 p2=3592 p3=2

3=1
3=3
3=1
3=4
=1

PARSING IN CURSOR #1 len=32 dep=0 uid=5 oct=3 lid=5 tim=38037728 hv=3588977815
ad='39b3e88'

select count(*) from dba_source

END OF STMT
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UNMAP #1:¢=0,e=3,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4 ,tim=38037728
WAIT #1: nam="SQL*Net message from client' ela= 2 p1=1111838976 p2=1 p3=0
FETCH #1:¢=0,e=0,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=0 ,tim=38037730
WAIT #1: nam='SQL*Net message to client' ela= 0 p1=1111838976 p2=1 p3=0

Worse yet, where's the fetch that returned my ctromt bBA_SOURCE? The query consumed over ten seconds of
elapsed time—I sat there and watched it—and it netione row, yet the onseTCH line in the trace data says the
query took practically no time and returned zemwso

Example 6-%hows what we wanted to see but couldrExample 6-8This file was created by activating trace
before parsing the query. Notice that instead sif fiwo database calls (anmapP and aFETCH shown inExample 6-
8), we can seéive database calls iBExample 6-9

1. ThepARsE for the query obBa_SOURCE, which occurred in the first example before trgoivas activated;
hence this line was not emitted irf@ample 6-8

2. Theexec for the query, which also occurred in the firsaple before tracing was activated; hence this line
was not emitted intexample 6-8

3. TheFeTcH that consumed most of the query's response timthel first example, this call began before
tracing was activated; hence, this line was notteghintoExample 6-&ither.

4. TheuNMAP that releases a sort segment used by one of thesiee views.

5. The finalFETCH to ensure that there's no more data available fhencursor. Notice that this fetch call
returned zero rows.

Finally, notice that activating trace before theryualso gracexample 6-9with the session'sTAT lines, which is a
nice bonus in itself.

Example 6-9. This trace file tail was created by tcing the same count of DBA_SOURCE rows, but thisrhe,
the tracing attribute was set by the session itselBecause tracing was active when the FETCH call ban, the
FETCH line appears in the trace data

Dump file C:\oracle\admin\ora817\udump\ORA01588.TRC
Tue Jan 28 10:23:25 2003

ORACLE V8.1.7.0.0 - Production vsnsta=0

vsnsql=e vsnxtr=3

Windows 2000 Version 5.0 Service Pack 3, CPU type 586
Oracle8i Enterprise Edition release 8.1.7.0.0 - Production

With the Partitioning option

JServer release 8.1.7.0.0 - Production

Windows 2000 Version 5.0 Service Pack 3, CPU type 586
Instance name: ora817

Redo thread mounted by this instance: 1
Oracle process number: 9
Windows thread id: 1588, image: ORACLE.EXE

*** 2003-01-28 10:23:25.791
*** SESSION 1D:(8.1790) 2003-01-28 10:23:25.781
APPNAME mod="SQL*Plus' mh=3669949024 act=" ah=4029777240

PARSING IN CURSOR #1 len=69 dep=0 uid=5 oct=42 lid=5 tim=40966100 hv=589283212
ad='394821c'

alter session set events '10046 trace name context forever, level 8'

END OF STMT

EXEC #1:c=0,e=2,p=0,cr=0,cu=0,mis=1,r=0,dep=0,09=4,tim=40966101

WAIT #1: nam="SQL*Net message to client' ela= 0 p1=1111838976 p2=1 p3=0

*** 2003-01-28 10:23:36.267

WAIT #1: nam='SQL*Net message from client' ela= 1046 p1=1111838976 p2=1 p3=0

PARSING IN CURSOR #2 len=37 dep=1 uid=0 oct=3 lid=0 tim=40967147 hv=1966425544
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ad='3afe9c4’

select text from view$ where rowid=:1

END OF STMT

PARSE #2:¢=0,e=0,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=4,tim=40967147

EXEC #2:¢=0,e=0,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=4,tim=40967147

WAIT #2: nam="db file sequential read' ela= 5 p1=1 p2=1669 p3=1

FETCH #2:¢=0,e=5,p=1,cr=2,cu=0,mis=0,r=1,dep=1,09=4,tim=40967152

STAT #2 id=1 cnt=1 pid=0 pos=0 obj=59 op="TABLE ACCESS BY USER ROWID VIEW$ "

PARSING IN CURSOR #1 len=32 dep=0 uid=5 oct=3 lid=5 tim=40967154 hv=3588977815
ad='39b3e88"'

select count(*) from dba_source

END OF STMT

PARSE #1:c=1,e=8,p=1,cr=2,cu=0,mis=1,r=0,dep=0,09=4 ,tim=40967155

EXEC #1:¢=0,e=0,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4, tim=40967155

WAIT #1: nam='SQL*Net message to client' ela= 0 p1=1111838976 p2=1 p3=0

WAIT #1: nam="db file sequential read' ela= 2 p1=1 p2=53 p3=1

WAIT #1: nam="db file sequential read' ela= 2 p1=1 p2=642 p3=1

WAIT #1: nam="db file sequential read' ela= 0 p1=1 p2=62 p3=1

Approximately 6,700 lines are omitted here, none of which contains a dep=0 action.

WAIT #1: nam='direct path read' ela= 0 p1=4 p2=1944 p3=2

WAIT #1: nam='direct path read' ela= 0 p1=4 p2=1834 p3=1

WAIT #1: nam='direct path read' ela= 0 p1=4 p2=1835 p3=4

WAIT #1: nam='direct path read' ela= 0 p1=4 p2=1839 p3=1

WAIT #1: nam='direct path read' ela= 1 p1=4 p2=1840 p3=2

FETCH #1:¢c=1449,e=3669,p=6979,cr=879863,cu=10,mis=0 ,r=1,dep=0,09=4,tim=40970824
UNMAP #1:¢=0,e=0,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4 ,tim=40970824

WAIT #1: nam="SQL*Net message from client' ela= 0 p1=1111838976 p2=1 p3=0

FETCH #1:¢=0,e=0,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=0 ,tim=40970824

WAIT #1: nam='SQL*Net message to client' ela= 0 p1=1111838976 p2=1 p3=0

WAIT #1: nam='SQL*Net message from client' ela= 951 p1=1111838976 p2=1 p3=0
XCTEND rlbk=0, rd_only=1

STAT #1 id=1 cnt=1 pid=0 pos=0 obj=0 op="SORT AGGREGATE "

STAT #1 id=2 cnt=436983 pid=1 pos=1 obj=0 op="VIEW DBA_SOURCE '

STAT #1 id=3 cnt=436983 pid=2 pos=1 obj=0 op='SORT UNIQUE '

STAT #1 id=4 cnt=436983 pid=3 pos=1 obj=0 op="UNION-ALL '

STAT #1 id=5 cnt=436983 pid=4 pos=1 obj=0 op="NESTED LOOPS '

STAT #1 id=6 cnt=405 pid=5 pos=1 obj=0 op='NESTED LOOPS '

STAT #1 id=7 cnt=22 pid=6 pos=1 obj=22 op="TABLE ACCESS FULL USER$'

STAT #1 id=8 cnt=425 pid=6 pos=2 obj=18 op="TABLE ACCESS BY INDEX ROWID OBJ$"
STAT #1 id=9 cnt=3200 pid=8 pos=1 obj=34 op="INDEX RANGE SCAN '

STAT #1 id=10 cnt=436983 pid=5 pos=2 obj=64 op="TABLE ACCESS BY INDEX ROWID SOURCES$"
STAT #1 id=11 cnt=437387 pid=10 pos=1 obj=109 op="INDEX RANGE SCAN '

STAT #1 id=12 cnt=0 pid=4 pos=2 obj=0 op='"NESTED LOOPS"

STAT #1 id=13 cnt=1 pid=12 pos=1 obj=0 op="NESTED LOOPS '

STAT #1 id=14 cnt=1 pid=13 pos=1 obj=0 op="FIXED TABLE FULL X$JOXFT '

STAT #1 id=15 cnt=0 pid=13 pos=2 obj=18 op="TABLE ACCESS BY INDEX ROWID OBJ$"
STAT #1 id=16 cnt=0 pid=15 pos=1 obj=33 op="INDEX UNIQUE SCAN "

STAT #1 id=17 cnt=0 pid=12 pos=2 obj=22 op="TABLE ACCESS CLUSTER USER$"

STAT #1 id=18 cnt=0 pid=17 pos=1 obj=11 op='INDEX UNIQUE SCAN '

Activating extended SQL trace in the midst of amyg-running database call is prone to causing probiwith
missing data, like the one you've just seen.ilnjgortant that you be able to recognize when yoretmmmitted a
data collection error like this. Otherwise, if ypromote data with this error from data collectintoiyour problem
diagnosis phase, you're going to be sent down lzotatof having to deal with potentially massivecamts of
overaccounted-for time.

You can detect such a collection error by notidhmf the sum of thela values for a sequence of wait evemaif
lines) drastically exceeds the confines of thel teltgpsed duratiore(value) of the database call that motivated those
wait events. IrExample 6-8you can see the problem by noticing that the riteaia 87,70@vAIT #1 lines accounted
for far more than the=3 centiseconds of elapsed duration forwhmapr #1 call that immediately followed thosearT
lines.

The only cure for this type of collection errortha&an recommend is prevention. Avoid activatir@lLSrace in the
midst of a longrunning database call. If an existing trace filatains such an error, then your best remedy ig¢in
your data collection procedure ag
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When you activate extended SQL trace from a thadypsession, do your best never to
“'@ execute the activation in the midst of a long-ragnilatabase call. If you cannot avoid
doing this, then it is probably best to use som#heftechniques that | describeGhapter
8.

6.4.1.3 Excess database call data at trace activati

Sometimes, the reported duration of a databasexedleds the duration for which the session'srgaaitribute has
been activated. This phenomenon has occurred wkeeaaldatabase call's start time (valuéinof- €) precedes the
data collection start time (that is, whigm - e <t,). We have observed this phenomenon in some cdses tracing

has been activated by a third-party session imrigst of a long-running PL/SQL block. (The presenta long-
running PL/SQL block is what distinguishes thisec&t®m the one discussed previously, in which trgés simply
activated in the midst of a long-running databadk)cThe only actions in a trace file that canfsufrom the excess
time phenomenon are the first actions listed infillegor a given recursive depthep field value).

This phenomenon can be particularly difficult tdice if several thousand@AiT lines (which contain nam fields)
precede your first database call line that contaims field. In Chapter 5/ou learned how to walk the clock backw
from the firstim field value in the file through all of thea field values until you reach the first line. Hoveeythat
technique is prone to significant accumulationystematic error as demonstrated during my explanatf clock-
walking in Chapter 5

A much better way to determine the "virtutith value for the firstvAIT line in a trace file is to establish conversion
functions that allow you to convert between Oraigldield values and the system wall clock and baaku ¥an
establish a correlation between the Oraicteclock and your system's wall clock by executing fitllowing steps:

1. Execute the following commands in SQL*Plus on thetem for which you are trying to establish thecklo
correlation:

alter system set events '10046 trace name context forever, level 8';
execute sys.dbms_system.ksdddt;
exit

2. Examine the resulting trace data. It will contaires like the following:

*** 2003-01-28 14:30:56.513
EXEC #1:c=0,e=483,p=0,cr=0,cu=0,mis=0,r=1,dep=0,09=4,tim=1043785856513829

3. From this information, you can establish the diesptiivalence of the givam field value to the given
timestamp. In the example shown here, notice thehria the seconds and milliseconds portions otwe
times (highlighted). On our research system, thppimg is simple: eactim field value is simply a number of
microseconds elapsed since the Unix Epoch (00:00T0, 1 January 1970). The program showBxample
6-10is the tool | use to convert back and forth betweand wall clock values.

Example 6-10. A program that converts Oracle tim vhies to wall clock values and back

#!/usr/bin/perl

# $Header: /home/cvs/cvm-book1/sqltrace/tim.pl,v 1.3 2003/02/05 05:06:58 cvm Exp $
# Cary Millsap (cary.millsap@hotsos.com)

# Show the wall time that corresponds to a given tim value
use strict;

use warnings;

use Date::Format qw(time2str);

use Date::Parse qw(str2time);

my $usage = "Usage: $0 wall-time\n $0 tim-value\n\t";
my $arg = shift or die $usage;  # tim or wall-time value
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# printf "arg =%s\n", $arg;
if ($arg =~ /7[0-9]+$/) {

# input argument is a tim value

my $sec = substr($arg, 0, length($arg)-6);

my $msec = substr($arg, -6);

# printf "sec =%s\n", $sec;

# printf "msec=%s\n", $msec;

printf "%s\n", time2str("%T.$msec %A %d %B %Y", $sec);
}

else {
# input argument is a wall time value
my $frac = ($arg =~ Nd+:\d+\.(\d+)/) ? $1 : 0;
if ((my $I = length $frac) >=6) {
# if length(frac) >=6, then round
$frac = sprintf "%6.0f", $frac/(10**($I-6));
}else {
# otherwise, right-pad with zeros
$frac .= ('0' x (6-$I));

printf "%s%s\n", str2time($arg), $frac;

}

Here is a simple example of a trace file whoséahlines contain data for events that occur betbeemoment of
collection activation:

*** 2003-02-24 04:28:19.557
WAIT #1: ... ela= 20000000 ...
EXEC #1:¢=10000000,e=30000000,...,tim= 1046082501582881

The problem is difficult to recognize until you a@mt the time values shown here into like unitsingghe tool
shown inExample 6-1Go convert them value on my Linux system to a more readable wattkctime, you can see
that the execute call concluded only 2.025881 s#safter the moment tracing was activated:

$ perl tim.pl 1046082501582881
04:28:21.582881 Monday 24 February 2003

The twist is that the execute call consumed 30rs#xof elapsed time<£30000000). Thus, part of the elapsed
duration for this database call occurred priotimtimestamp printed at the beginning of the tfdeel've already
shown that this timestamp doesn't always matcthirtine at which the session's tracing attribute wasally set. You
need to keep track of the tracing activation tiedl(it t) separately. The easiest way to do it is to maektime in

tim field units when you execute the command to ati&0L trace.

Once you have identified that there is excess tomunted for within a trace file, the next tastoigliminate it.
Figure 6-7shows how. In this figure, SQL trace is activaaetimet,, in the midst of some parse call that occurs

within a long-running PL/SQL block. In this casense of the parse call's duratiemccurs within the desired
observation interval, and some occurs befgr&éhe excess time in this case is easy to compst®ng as you know

the value ot in tim units. You can compute the excess tifngs:
T=t,-(t-¢

When the first several lines emitted into the trileecontain naim field value, then you can compute the file's
beginningt value by translating the initial timestamp valoa (he** line) into an equivalertm value as | described
previously. Remember, a timestamp is the ending tifraction following that line in the trace filehe problem then
reduces to the same situation as the one desgrisédure 6-7 in which you knowt, g, t, (and in fact all of the

interveningela values as well in case one of the wait event camatincludes timé, as well).

Figure 6-7. When SQL trace is activated by a third-prty session at time §, tracing can begin in the midst of a

database call. When this occurs, the trace file coains excess time that the database call consumeddre SQL
trace was activated
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6.4.2 Missing Time at Trace Deactivation

When a session terminates with extended SQL ttaced on, all of the time near the end of the sassill be
accounted for in the trace file. Likewise, whereasson deactivates its own tracing withAamer SESSION SET
EVENTS command, all of the session's time up to that @tkac will be accounted for. However, if tracing is
deactivated by a third-party session, then itkislli that the deactivation will occur in the midéteither a wait event
or a database call being performed by the seséiben this occurs, some desirable data about tiséosesill be
missing from the trace file.

For example, | deactivated tracing for a given isesat timetim=1043788733690992. However, the tail of trace file
contains only the following data:

*** 2003-01-28 15:18:43.688

WAIT #1: nam="SQL*Net message from client' ela= 24762690 p1=1650815232 p2=1 p3=0
STAT #1 id=1 cnt=1 pid=0 pos=0 obj=0 op='MERGE JOIN "

STAT #1 id=2 cnt=1 pid=1 pos=1 obj=0 op='"SORT JOIN"

STAT #1 id=3 cnt=1 pid=2 pos=1 obj=0 op="FIXED TABLE FULL X$KSUSE "

STAT #1 id=4 cnt=1 pid=1 pos=2 obj=0 op="SORT JOIN '

STAT #1 id=5 cnt=9 pid=4 pos=1 obj=0 op="FIXED TABLE FULL X$KSUPR '

PARSING IN CURSOR #1 len=39 dep=0 uid=5 oct=3 lid=5 tim=1043788723689828 hv=364789794
ad='512c8b5c’

select 'missing time at tail' from dual

END OF STMT

PARSE #1:¢=0,e=871,p=0,cr=0,cu=0,mis=1,r=0,dep=0,09=4,tim=1043788723689794
EXEC #1:c=0,e=72,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=4,tim=1043788723690030
WAIT #1: nam='SQL*Net message to client' ela= 5 p1=1650815232 p2=1 p3=0
FETCH #1:¢=0,e=118,p=0,cr=1,cu=2,mis=0,r=1,dep=0,09=4,tim=1043788723690276
WAIT #1: nam="SQL*Net message from client' ela= 445 p1=1650815232 p2=1 p3=0
FETCH #1:¢=0,e=2,p=0,cr=0,cu=0,mis=0,r=0,dep=0,09=0,tim=1043788723690992
WAIT #1: nam='SQL*Net message to client' ela= 4 p1=1650815232 p2=1 p3=0

Notice the highlighted portion of the fintim field value: the trace file contains informatidmoait what happened up
to time ...23.690992 (expressed in seconds), afattr¥ ms afterward, but there's no record of viiagipened
between times ...23.690992 and ...33.690992. Tikeneaccounted-for time of exactly 10 seconds.

Figure 6-8shows how this happens. In this figure, SQL tiaageactivated at timg, in the midst of a wait event

namedz. But the Oracle kernel cannot emit a wait everdise line until that wait event has completedc8itrace
deactivation has occurred before the wait eveotiglasion, nothing about the wait event is emittethe trace file.
Part of the wait event's duration occurs afffebut the portion of its duration that occurreddset, remains

unaccounted for.

Figure 6-8. When SQL trace is deactivated by a thirgbarty session at time £, tracing can end in the midst of

an event. When this occurs, the time consumed by tlewent is never printed into the trace file, resulhg in
missing time
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trace file content

t — FETCH #42:..,tim=t 'y

missing time T=1 -1

l_——)- WAIT #42: nam="z" ela= ¢ ..
v
Hime

The missing time in this case is easy to computeragas you know the value gfin tim units. You can compute the
missing time as:

T=t, -t

Again, the easiest way to keep track,af to mark the time when you execute the commarnteactivate SQL trac
When you deactivate SQL trace, you also need &rah@te the name of the event that is in progresisnatt,. This is
easy to accomplish from the third-party sessiomwit following SQL:

select event from v$session_wait
where sid=:sid and state="WAITING'

In the HotsosSparkydata collector, we execute a query that is siniddhis one immediately prior to executing the
command to activate tracing. If this query returogvent name, then you should attribute the mising T to total
CPU consumption. If this query does return an enante, then at least some of the missing fingeattributable to
the event whose name is returned by the query.oficgn see ifrigure 6-8 some of the missing time may still be
attributable to CPU consumption.

It is also possible that some of the missing timednsumed by an un-instrumented
“'@ sequence of Oracle kernel instructions, the conaiwhich is explained iChapter 7

It may be possible to determine approximately haweimofT you should attribute to CPU consumption and how
much toevent. However, our field work has shown that whenlhgeeSSION_WAIT query returns an event name,
attributing all ofT to that event is a good approximation.

The presence ofAIT lines at the tail of the trace file complicates tomputation of missing time slightly by
introducing another walk-the-clock exercise. Irstbase, you must construdiy walking the clock forward through
ela field values from the finalm field value in the file.

6.4.3 Incomplete Recursive SQL Data

Activating and deactivating SQL trace from a thixakty session can also cause truncation of the ttata required
to determine the nature of recursive SQL relatiggsiActivating SQL trace after the execution afuesive actions
but before the completion of their parent actionses trace data that is absent the child dateeXample, if you
execute the following PL/SQL code, the resultiregé file will reveal several recursive relationshijetween the
various elements of the block and the block itself:
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alter session set events '10046 trace name context forever, level 8';
declare
cursor Ic is select count(*) from sys.source$;
cnt number;
begin
open Ic;
fetch Ic into cnt;
close Ic;
open Ic;
fetch Ic into cnt;
close Ic;
end;
/

However, you change the trace data consideralyiyufomit theaLTER SESSION command and activate tracing from
a third-party session (with, for exampb®MS_SUPPORT.START_TRACE_IN_SESSION) in the midst of the block’s
execution. What you'll find if you do this is ththe kernel will omit a significant amount of dettir any of the
recursive child actions whose executions beganrbdfacing was activated. Activating SQL trace frarthird-party
session creates the possibility that the tracenfillenot contain child database calls for all tleeursive parent actiol
listed in the trace file.

As in the missing database call data at trace at@iv case described previously, the best remethigdype of data
collection error is avoidance. And avoidance shaalche naturally if you are basing your data coitectipon user
actions, as you should be. However, even if youheit'start collecting” button a little late, thige of data collectic
error is not nearly as severe as the databasentadtuption type | described previously. Althouthiere will be
missing detail that would perhaps help explain w&tsession consumed the time it did, at least yiypitally have
the parent database call data to help guide yaalysis.

Similarly, deactivating SQL trace from a third-party sessioratge the possibility that the trace file will naintain
paren database calls for all the recursidef> 0) actions in the trace file. For example, inm&ginExample 6-11
that tracing had been active for the beginninghefd@xcerpt but then deactivated by a third-parsgisa at the point
labeled[1]. The result is shown iExample 6-12

Example 6-11. This listing (a copy oExample 6-5 shows what really happened during the parse of th
DBA_OBJECTS query: the parse motivated three recurive database calls upon a query of VIEW$

PARSING IN CURSOR #2 len=37 dep=1 uid=0 oct=3 lid=0 tim=1033174180230513 hv=1966425544
ad='514bb478'
select text from view$ where rowid=:1
END OF STMT
PARSE #2:¢=0,e=107,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09=4,tim=1033174180230481
BINDS #2:
bind 0: dty=11 mxI=16(16) mal=00 scl=00 pre=00 oacflg=18 oacfl2=1 size=16 offset=0
bfp=0a22c34c bin=16 avl=16 flg=05
value=00000AB8.0000.0001
EXEC #2:¢=0,e=176,p=0,cr=0,cu=0,mis=0,r=0,dep=1,0g= 4,tim=1033174180230878
FETCH #2:¢=0,e=89,p=0,cr=2,cu=0,mis=0,r=1,dep=1,09= 4,tim=1033174180231021
[1]
STAT #2 id=1 cnt=1 pid=0 pos=0 obj=62 op="TABLE ACCESS BY USER ROWID VIEW$ '

PARSING IN CURSOR #1 len=85 dep=0 uid=5 oct=3 lid=5 tim=1033174180244680 hv=1205236555
ad='50cafbec'

select object_id, object_type, owner, object_name from dba_objects where object_id=:v

END OF STMT

PARSE #1:¢=10000,e=15073,p=0,cr=2,cu=0,mis=1,r=0,dep=0,09=0,tim=1033174180244662

In Example 6-11you have positive evidence of a recursive refstiip among database calls, because there are three
actions listed with the stringep=1 (highlighted in botlExample 6-1landExample 6-1® The problem irExample 6-

12is that tracing was deactivated before the Oraetael emitted any information for tliep=0 recursive parent of

these actions. Note thatitxample 6-11you can see thiep=0 action (highlighted) that serves as the parerttjrbu
Example 6-12the trace was deactivated beforedfie-0 parent was emitted to the trace file.

Example 6-12. In this trace file tail, there is nalatabase call following the dep=1 actions to act dsese actions'
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PARSING IN CURSOR #2 len=37 dep=1 uid=0 oct=3 lid=0 tim=1033174180230513 hv=1966425544
ad='514bb478'
select text from view$ where rowid=:1
END OF STMT
PARSE #2:¢=0,e=107,p=0,cr=0,cu=0,mis=0,r=0,dep=1,09 =4,tim=1033174180230481
BINDS #2:
bind 0: dty=11 mxI=16(16) mal=00 scl=00 pre=00 oacflg=18 oacfl2=1 size=16 offset=0
bfp=0a22c34c bin=16 avl=16 flg=05
value=00000AB8.0000.0001
EXEC #2:¢=0,e=176,p=0,cr=0,cu=0,mis=0,r=0,dep=1,0g= 4,tim=1033174180230878
FETCH #2:¢=0,e=89,p=0,cr=2,cu=0,mis=0,r=1,dep=1,09= 4,tim=1033174180231021
STAT #2 id=1 cnt=1 pid=0 pos=0 obj=62 op="TABLE ACCESS BY USER ROWID VIEW$ "
End of file

From the truncated data Bkample 6-12you can know that there are three recursive S€dibrss that have a parent
somewhere, but you cannot know the identity of feaent. These database calls are thus "orphaesctating
SQL trace from a third-party session creates ttesipdity that the trace file will not contain patedatabase calls for
all the recursivedep> 0) actions listed in the trace file.

Once again, the best remedy for this type of cbdacerror is avoidance. Avoidance of this typeeobr should com
naturally if you are basing your data collectioopstime upon the observation of a user action cassphould be.

URL http://safari.oreilly.com/059600527X/optoraclep-CHP-6-SECT-4

http://safari.oreilly.com/?x=1&mode=print&sortKey=title&sortOrderc@&siew=&xmlid... 4/26/200-



O'Reilly Network Safari Bookshe- Optimizing Oracle Performan Pagel of 1

Book: Optimizing Oracle Performance
Section: Chapter 6. Collecting Extended SQL Trace Data

6.5 Exercises

1. System administrators and database administraaorsaigue endlessly about whether the setting of the
TIMED_STATISTICS Oracle parameter has a profound effect upon agifwic performance. Research Oracle
MetaLinkto determine whether there are any bugs that mdancunacceptable penalty upon your
implementation. Next, construct an experiment t@atthe response time impact of using a systene-wid
value of TIMED_STATISTICS=TRUE.

2. Atrace file contains elapsed time data about Sgitly less time than the known duration of thempted
observation interval. Explain the types of datdemtion error that could have caused this phenomémo
occur

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-6-SECT-5
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Book: Optimizing Oracle Performance
Section: Part II: Reference

Chapter 7. Oracle Kernel Timings

Regardless of whether you access the Oracle ketimaihg statistics through extended SQL trace,datdfixed
views, or even by hacking directly into the Orastrered memory segment beneath thaskxed views, the time
statistics you're accessing were obtained usinigple set of operating system function calls. Rdgms of which
interface you use to access them, those timingttatare subject to the limitations inherenttie bperating system
timers that were used to produce them. This chapiglains those limitations and describes theg trapact upon
your work

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-7
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Book: Optimizing Oracle Performance
Section: Chapter 7. Oracle Kernel Timings

7.1 Operating System Process Management

From the perspective of your system's host opeyatyistem, the Oracle kernel is just an applicafidrere's nothing
mystical about how it works; it's just a huge, ertely impressive C program. To gain a full apprémiefor the
operational timing data that the Oracle kernel aésjeyou need to understand a little bit aboutstir@ices an
operating system provides to the Oracle kernel.

In this section, | am going to focus my descripsiam the behavior of operating systems derived fdoix. If your
operating system is a Unix derivative like Linuxyr'SSolaris, HP-UX, IBM AlX, or Tru64, then the egplations you
will see here will closely resemble the behavioyaofir system. You should find the descriptionshiis section
relevant even if you are studying a Microsoft Windosystem. If your operating system is not listecehthen |
suggest that you augment the descriptions in #us@ with the appropriate operating system irgksn
documentation for your system.

The Design of the Unix Operating Systevritten by Maurice Bach, contains what is stily nery favorite tool for
describing what a process "does" in the contest miodern operating system. Bach's Figure 2-6 |ethtlProcess
States and Transitions” [Bach 1986 (31)], serveswstarting point. | have reproduced it heré-mgire 7-1 In this
diagram, eachode(rectangle) represents a state that a processkarmn in the operating system. Eaclye
(directed line) represents a transition from oesto another. Think of states as nouns and tranmsias verbs that
motivate the passage of a process from one stéte toext.

Figure 7-1. This simplified process state diagranilustrates the principal states that a process caassume in
most modern time-sharing operating systems [Bach §B6) 31]
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Most Oracle kernel processes spend most of theé in theuser runningstate, also calledser modeParsing SQL,
sorting rows, reading blocks in the buffer cachmel @onverting data types are common operationQteatle
executes in user mode. There are two events thatausse a process to transition from the user ngnstiate to the
kernel runningstate (also callekernel modg It is important for you to understand both tiioas from user mode
kernel mode. Let's follow each one in more detalil.

7.1.1 The sys call Transition

When a process in user mode makes an operatirgnsystll (asys cal), it transitions to kernel modeead andselect
are two typical system calls. Once in kernel madprocess is endowed with special privileges thaivat to
manipulate low-level hardware components and ayitmemory locations. In kernel mode, a procesbis, for
example, to manipulate I/O devices like socketsdiakl drives [Bovet and Cesati (2001) 8].

Many types of system call can be expected to wa# device for many, many CPU cycles. For exangied call

of a disk subsystem today typically consumes timéhe order of a few milliseconds. Many CPUs today execute
millions of instructions in the time it takes toeexite one physical disk /O operation. So durisgngle read call,
enough time to perform on the order of a millionlCiRstructions will elapse. Designers of efficiesitd system call
of course realize this and design their code iraamer that allows another process to use the CRIg thiereading
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process waits.

Imagine, for example, an Oracle kernel processugieg some kind ofead system call to obtain a block of Oracle
data from a disk. After issuing a request from gpeetedly "slow" device, the kernel code in k@i system call wil
transition its calling process into tekeepstate, where that process will await an intersigialing that the I/O
operation is complete. This polite yielding of tBBU allows anotherady to runprocess to consume the CPU
capacity that thesading process would have been unable to use anyway.

When the 1/O device signals that th&@eepprocess's I/O operation is ready for further psso®y, the process is
"awoken," which is to say that it transitionsréady to runstate. When the process becomes ready to ruecdnbes
eligible for scheduling. When the scheduler agéiooses the process for execution, the procestuisesl tokernel
running state, where the remaining kernel mode code féatieeead call is executed (for example, the data transfer
of the content obtained from the I/O channel inemmory). The final instruction in thead subroutine returns control
to the calling program (our Oracle kernel proces$iich is to say that the process transitions aikuser running
state. In this state, the Oracle kernel processrages consuming usenode CPU until it next receives an interrug
makes a system call.

o exit, by the way, is itself a system call, so even waempplication finishes its work, the
only ways out of theiser runningstate are theys callandinterrupt transitions.

7.1.2 The interrupt Transition

The second path through the operating system matate diagram is motivated byiaterrupt An interrupt is a
mechanism through which a device such as an I/Plpenal or the system clock can interrupt the CPU
asynchronously [Bach (1986) 16]. I've already désd why an I/O peripheral might interrupt a praceédost
systems are configured so that the system clockrgées an interrupt every 1/206f a second (that is, once per
centisecond). Upon receipt of a clock interruptheprocess on the systemuser runningstate saves itontext(a
frozen image of what the process was doing) andwgge the operating systesohedulersubroutine. The scheduler
determines whether to allow the process to continnaing or taqpreemptthe process.

Preemption essentially sends a process directty kernel runningstate taeady to runstate, clearing the way for
some otheready to runprocess to return taser runningstate [Bach (1986) 148]. This is how most modererating
systems implement time-sharing. Any proceseady to runstate is subject to treatment that is identicavhat |
have described previously. The process becomeblelifipr scheduling, and so on. Your understanaihg
preemptions motivated by clock interrupts will bemoparticularly important later in this chapter whealescribe on
of the most important causes of "missing data'nirbaacle trace file.

7.1.3 Other States and Transitions

I have already alluded to the existence of a momepiicated process state transition diagram thanshown in
Figure 7-1Indeed, after discussing the four process statdsseven of the transitions depictedrigure 7-1 Bach
later in his book reveals a more complete proctds gansition diagram [Bach (1986) 148]. The nwmmplicated
diagram details the actions undertaken during itians such as preempting, swapping, forking, arehethe
creation of zombie processes. If you run applicetion Unix systems, | strongly encourage you toBaith's book 1
your library

For the purposes of the remainder of this chapt@mever,Figure 7-1is all you need. | hope you will agree that it is
easy to learn the precise definitions of Oraclertgrstatistics by considering them in terms of phecess states
shown inFigure *-1.
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7.2 Oracle Kernel Timings

The Oracle kernel publishes only a few differetety of timing information. Extended SQL trace otifpantains
four important ones. You can see all four on tH¥ang two lines, generated by an Oracle releafel®.0 kernel a
Solaris 5.6 system:

WAIT #34: nam='db file sequential read' ela= 14118 p1=52 p2=2755 p3=1
FETCH #34:¢=0,e=15656,p=1,cr=6,cu=0,mis=0,r=1,dep=3,09=4,tim=1017039276349760

The two adjacent lines of trace data shown hereritesa single fetch database call. The timingstes in these
lines are the following:

el a= 14118

The Oracle kernel consumed an elapsed time of 84yfidroseconds (qrs, where Jus = 0.000 001 seconds)
executing a system call denotgdile sequential read.

The Oracle kernel reports that a fetch database@asumed Qus of total CPU capacity.

e=15656

The kernel reports that the fetch consumed 15,856f elapsed time.

ti mr1017039276349760

The system time when the fetch concluded was 10397276,349,760 (expressed in microseconds elapsed
since midnight UTC 1 January 1970).

The total elapsed duration of the fetch includeth loe call's total CPU capacity consumption angtane that the
fetch has consumed during the execution of Oraelié @vents. The statistics in my two lines of trdega are related
through the approximation:

—
e~ c+ela

In this case, the approximation is pretty good dmman scale: 1565~ 0+ 14118, which is accucatéthin
0.001538 seconds.

A single database call (such apgaase executeorfetch emits only one database call line (suclr/#®8sE, EXEC, or
FETCH) to the trace data (notwithstanding teeursivedatabase calls that a single database call canate)t
However, a single database call may emit sewesat lines representing system calls for each cursioratine. For
example, the following trace file excerpt shows38,ab file sequential read calls executed by a single fetch:

WAIT #44: nam='db file sequential read' ela= 15147 p1=25 p2=24801 p3=1
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6,284 similar WAIT lines are omitted here for clarity

WAIT #44: nam="'db file sequential read' ela= 105 p1=25 p2=149042 p3=1

WAIT #44: nam="'db file sequential read' ela= 18831 p1=5 p2=115263 p3=1

WAIT #44: nam='db file sequential read' ela= 114 p1=58 p2=58789 p3=1

FETCH #44:¢=7000000,e=23700217,p=6371,cr=148148,cu=0,mis=0,r=1,dep=1,09=4,
tim=1017039304454213

So the true relationship that binds the values ef andela for a given database call must refer togheof ela
values that were produced within the context ofvarydatabase call:

e=c+ l ela
dreall

This approximation is the basis for all responseetmeasurement in the Oracle kel
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7.3 How Software Measures Itself

Finding out how the Oracle kernel measures itsaffat a terribly difficult task. This section isdeal on studies of
Oracle8 and Oraclebkernels running on Linux systems. The Oracle safénfor your host operating system might
use different system calls than our system usefindlamut, you should see hoyour Oracle system behaves by us
a software tool that traces system calls for aifipdgrocess. For example, Linux provides a t@dleti strace to

trace system calls. Other operating systems usarelift names for the tool. Therarigs for Sun Solarist{uss is
actually the original system call tracing tool fdmix), sctrace for IBM AlX, tusc for HP-UX, andstrace for Microsoft
Windows. | shall use the Linux narseace to refer generically to the collection of toolathrace system calls.

] At the time of this writing, it is possible to firttace tools for several operating systems
: at http://www.pugcentral.org/howto/truss.htm

" 5
[ 1

Thestrace tool is easy to use. For example, you can obsdireetly what the Oracle kernel is doing, right wheach
action takes place, by executing a command likddhewing:

$ strace -p 12417
read(7,

In this examplestrace shows that a Linux program with process ID 1244fi¢h happens to have been an Oracle
kernel process on my system) has issueddacall and is awaiting fulfillment of that call (hemthe absence of the
right parenthesis in the output shown here).

It is especially instructive to viegrrace output and Oracle SQL trace output simultaneoimstwo windows, so that
you can observe exaciwhenlines are emitted to both output streams. Wite calls that the Oracle kernel uses to
emit its trace data of course appear instieee output exactly when you would expect them to. &ppearance of
these calls makes it easy to understand when Ckaohel actions produce trace data. In OradieOLinux (and
Oracle9 for some other operating systems), it is espgceby to correlatgrace output and SQL trace output,
because values returned datimeofday appear directly in the trace file &s values. By usingtrace and SQL trace
simultaneously in this manner, you can positivelgfam or refute whether your Oracle kernel behdilesthe
pseudocode that you will see in the following satdi

) Usingstrace will introduce significantmeasurement intrusion effdoto the performance
of the program you're tracing. | discuss the pentonce effects of measurement intrusion
Wy 4. later in this chapter.

7.3.1 Elapsed Time

The Oracle kernel derives all of its timing statistfrom the results of system calls issued uperhtbst operating
systemExample 7-Ishows how a program like the Oracle kernel congptite durations of its own actions.

Example 7-1. How software measures its own responsme

t0 = gettimeofday; # mark the time immediately before doing something
do_something;
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tl = gettimeofday; # mark the time immediately after doing it
t=1t1-1t0; # t is the approximate duration of do_something

Thegettimeofday function is an operating system call found on PO& mpliant systems. You can learn by viewing
your operating system's documentation gettimeofday provides a C language data structure to its ctikgrcontains
the number of seconds and microseconds that hapsesl since the Epoch, which is 00:00:00 Coordindtaversal

Time (UTC), January 1, 1970.

o Documentation for such system calls is usuallylaisé with your operating system. For
o example, on Unix systems, you can view gb@meofday documentation by typingan
Wy 4.  gettimeofday at the Unix prompt. Or you can visittp://www.unix-

systems.org/single_unix_specificatida/view the POSIX definition.

Note that in my pseudocode, I've hidden many mechhdetails that | find distracting.
For examplegettiimeofday doesn't really return a time; it returns O forcegs and -1 for
failure. It writes the "returned" time as a two+aknt structure (aecondgart and a
microsecondpart) in a location referenced by the caller'stfargument in the
gettimeofday call. | believe that showing all this detail in pgeudocode would serve only
to complicate my descriptions unnecessarily.

Imagine the execution &xample 7-Ion a timeline, as shown ffigure 7-2 In the drawing, the value of the
gettimeofday clock isty = 1492 when a function called_something begins. The value of thettimeofday clock ist; =

1498 wherdo_something ends. Thus the measured duratiodfomething ist =t, - t, = 6 clock ticks.

o I've used the time values 1492 through 1499 to keemliscussion simple. These values
= of course do not resemble the actual second an@seicond values thgéttimeofday
«* 4. would return in the twenty-first century. Considiee values I'll discuss in this book to be

just the final few digits of an actual clock.

Figure 7-2. The function called do_something begirasfter clock tick 1492 and ends after clock tick 198,
resulting in a measured response time of 6 clockcks

—— 1492

L
1483 — 4
1484

r=0 1495 |

do_something

1496 —

14497

— ¥ 1498

1499 —

k)

time

The Oracle kernel reports on two types of elapsedtin: thee statistic denotes the elapsed duration of a single
database call, and tle statistic denotes the elapsed duration of anungnted sequence of instructions (often a
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system call) executed by an Oracle kernel prodegss kernel performs these computations by executug that is
structured roughly like the pseudocode showlxample 7-2Notice that the kernel uses the method shown in
Example 7-las the basic building block for constructing érendela metrics.

Example 7-2. Pseudocode showing how the Oracle kelrmeasures its own run times

procedure dbcall {
e0 = gettimeofday;  # mark the wall time
# execute the db call (may call wevent)
el = gettimeofday;  # mark the wall time
e=el-e0; # elapsed duration of dbcall
print(TRC, ...); # emit PARSE, EXEC, FETCH, etc. line

procedure wevent {
ela0 = gettimeofday; # mark the wall time
# execute the wait event here
elal = gettimeofday; # mark the wall time
ela=-elal -ela0; # elais the duration of the wait event
print(TRC, "WAIT..."); # emit WAIT line

}
7.3.2 CPU Consumption

The Oracle kernel reports not only the elapsedtitura for each database call agid for each system call, but also
the amount of total CPU capacitgonsumed by each database call. In the contakieqgfrocess state transition
diagram shown itfrigure 7-1 thec statistic is defined as the approximate amouritad that a process has spent in
the following states:

user running
kernel running

On POSIX-compliant operating systems, the Oractaddebtains CPU usage information from a functatied
getrusage on Linux and many other operating systems, omslasi function calledimes on HP-UX and a few other
systems. Although the specifications of these tygtesn calls vary significantly, | will use the nagegusage to refet
generically to either function. Each function pidas its caller with a variety of statistics abogtracess, including
data structures representing the following fourrabteristics:

e Approximate time spent by the processiger runningstate
e Approximate time spent by the proces&énnel runningstate
e Approximate time spent by the process's childreusir runningstate

e Approximate time spent by the process's childrekemmel runningstate

Each of these amounts is expressed in microsecoegim,dless of whether the data are accurate tal#gree of
precision.

bl You'll see shortly that, although by POSIX standggdusage returns information
expressed in microseconds, rarely does the inféomabntain detail at sub-centisecond
WA resolution.

The Oracle kernel performse, andela computations by executing code that is structuoedhly like the
pseudocode shown Example 7-3Notice that this example builds upBrample 7-2by including executions of the
getrusage system call and the subsequent manipulation ofebglts. In a method analogous to gbgmeofday
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calculations, the Oracle kernel marks the amountsefmode CPU time consumed by the process at the bagiof
the database call, and then again at the end. iffbestice between the two mark® @ndc1) is the approximate
amount of user-mode CPU capacity that was consuoyédide database call. Shortly I'll fill you in oraetly how
approximate the amount is.

Example 7-3. Pseudocode showing how the Oracle kelmmeasures its own run times and CPU consumption

procedure dbcall {

e0 = gettimeofday; # mark the wall time

c0 = getrusage; # obtain resource usage statistics
# execute the db call (may call wevent)
cl = getrusage; # obtain resource usage statistics
el = gettimeofday; # mark the wall time

e=el-e0; # elapsed duration of dbcall

¢ = (cl.utime + cl.stime)
- (c0.utime + c0.stime); # total CPU time consumed by dbcall

print(TRC, ...); # emit PARSE, EXEC, FETCH, etc. line
}
procedure wevent {
ela0 = gettimeofday; # mark the wall time
# execute the wait event here
elal = gettimeofday; # mark the wall time
ela=-elal - ela0; # ela is the duration of the wait event
printf(TRC, "WAIT...");  # emit WAIT line
}
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7.4 Unaccounted-for Time

Virtually every trace file you'll ever analyze wilave some mismatch between actual response ticdhdharamount
of time that the Oracle kernel accounts for irtrigee file. Sometimes there will be an under-caountf time, and
sometimes there will be an over-counting of timer. feasons you'll understand shortly, under-cogrisrmore
common than over-counting. In this book, | refebtih situations agnaccounted-for timéVhen there's missing
time, there is a positive unaccounted-for duratidihen there is an over-counting of time, there negative
unaccounted-for duration. Unaccounted-for time radle trace files can be caused by five distinetr@mena:

e Measurement intrusion effect

e CPU consumption double-counting
e Quantization error

e Time spent not executing

e Un-instrumented Oracle kernel code
I'll discuss each of these contributors of unacten-for time in the following section
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7.5 Measurement Intrusion Effect

Any software application that attempts to meashieeeiapsed durations of its own subroutines isepige to a typ:
of error calledneasurement intrusion effgdalony et al. (1992)]. Measurement intrusion effis a type of error
that occurs because the execution duration of suned subroutine is different from the executioration of the
subroutine when it is not being measured. In regeats, | havaot had reason to suspect that measurement intr
effect has meaningfully influenced any Oracle resgotime measurement I've analyzed. However, utzheliag the
effect has helped me fend off illegitimate argurseagainst the reliability of Oracle operationalitigndata.

To understand measurement intrusion, imagine th@ifimg problem. You have a program calldgdwhich looks
like this:

program U {
# uninstrumented
do_something;

}

Your goal is to find out how much time is consungdhe subroutine calletb_something. So you instrument your
programU, resulting in a new program calléd

program | {
# instrumented
e0 = gettimeofday; # instrumentation
do_something;
el = gettimeofday; # instrumentation
printf("e=%.6f sec\n", (e1-e0)/1E6);

}

You would expect this new progranto print the execution duration e§_something. But the value it prints is only an
approximation ofio_something's runtime duration. The value being printed; eo converted to seconds, contains not
just the duration cdo_something, but the duration of ongettimeofday call as well. The picture iRigure 7-3shows

why.

Figure 7-3. The elapsed time g g, is only an approximation of the duration of do_sorathing; the duration
also includes the total execution duration (shadedrea) of one gettimeofday call
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The impact of measurement intrusion effect upogramU is the following:
e Execution time of includes twagettimeofday code paths more than the execution tim¥ of

e The measured duration @§_something in | includes one fulyettimeofday code path more thate_something
actually consumes.

This impact is minimal for applications in whictetduration of oneettimeofday call is small relative to the duration
of whatevero_something-like subroutine you are measuring. However, onesys with inefficiengettimeofday
implementations (I believe that HP-UX versions ptmrelease 10 could be characterized this whg)effect could
be meaningful.

Measurement intrusion effect is a typesgétematic errarA systematic error is the result of an experirabnt
"mistake" that is consistent across measuremeilja [R000)]. The consistency of measurement intmugnakes it
possible to compute its influence upon your data..edxample, to quantify the Oracle kernel's measarg intrusion
effect introduced byettimeofday calls, you need two pieces of data:

e The number of timer calls that the Oracle kernekesaor a given operation.

e The expected duration of a single timer call.

Once you know the frequency and average duratigoaf Oracle kernel's timer calls, you have evenglyou need
to quantify their measurement intrusion effect. Bl@ament intrusion is probably one reason for thssimg time the
you will encounter when performing an Orad clock-walk Chapter 3.

Finding these two pieces of data is not difficMlou can use therace tool for your platform to find out how many
timer calls your Oracle kernel makes for a giverodelatabase operations. To compute the expectedion of one
timer call, you can use a program like the one shimiExample 7-4 This code measures the distance between
adjacengettimeofday calls and then computes their average duration@gample size of your choosing.

Example 7-4. Measuring the measurement intrusion &fct of calls to gettimeofday

#!/usr/bin/perl
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# $Header: /home/cvs/cvm-bookl/measurement\040intrusion/mef.pl,v 1.4 2003/03/19 04:38:48
cvm Exp $

# Cary Millsap (cary.millsap@hotsos.com)

# Copyright (c) 2003 by Hotsos Enterprises, Ltd. All rights reserved.

use strict;
use warnings;
use Time::HiRes qw(gettimeofday);

sub fnum($;$$) {
# return string representation of numeric value in
# %.${precision}f format with specified separators
my ($text, $precision, $separator) = @_;
$precision =0 unless defined $precision;
$separator ="," unless defined $separator;
$text = reverse sprintf "%.${precision}f", $text;
$text =~ s/(\d\d\d)(?=\d)(?"\d*\.)/$1$separator/g;
return scalar reverse $text;

}

my ($min, $max) = (100, 0);
my $sum = 0;
print "How many iterations? “; my $n = <>;
print "Enter 'y' if you want to see all the data: "; my $all = <>;
for (1 .. $n) {
my ($s0, $m0) = gettimeofday;
my ($s1, $m1) = gettimeofday;
my $sec = ($s1 - $s0) + ($m1 - $mO0)/1ES6;
printf "%0.6f\n", $sec if $all =~ /y/i;
$min = $sec if $sec < $min;
$max = $sec if $sec > $max;
$sum += $sec;

printf "gettimeofday latency for %s samples\n”, fnum($n);
printf "\t%0.6f seconds minimum\n", $min;

printf "\t%0.6f seconds maximum\n", $max;

printf "\t%0.9f seconds average\n", $sum/$n;

On my Linux system used for research (800MHz IR&htium), this code reveals typigattimeofday latencies of
about 2us:

Linux$ mef

How many iterations? 1000000

Enter'y' if you want to see all the data: n

gettimeofday latency for 1,000,000 samples
0.000001 seconds minimum
0.000376 seconds maximum
0.000002269 seconds average

Measurement intrusion effect depends greatly ugsmnaiing system implementation. For example, oriigrosoft
Windows 2000 laptop computer (also 800MHz InteltiRen), gettimeofday causes more than 2.5 times as much
measurement intrusion effect as our Linux servéh an average of almost&:

Win2k$ perl mef.pl

How many iterations? 1000000

Enter'y' if you want to see all the data: n

gettimeofday latency for 1,000,000 samples
0.000000 seconds minimum
0.040000 seconds maximum
0.000005740 seconds average

By experimenting with system calls in this maniyey can begin to understand some of the constrairdsr which
the kernel developers at Oracle Corporation muskwdeasurement intrusion effect is why developersl to creal
timing instrumentation only for events whose dumasi are long relative to the duration of the meam@nt intrusion
The tradeoff is to provide valuable timing informaat without debilitating the performance of the kggtion being
measurel
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7.6 CPU Consumption Double-Counting

Another inaccuracy in the relationship:

e=c+ l ela

dbcall

is an inherent double-counting of CPU time in tight-hand side of the approximation. The Oraclenkkdefinition
of thec statistic is all time spent in user running anthkérunning states. Eaela statistic contains all time spent
within an instrumented sequence of Oracle kerrgtuctions. When the instrumented sequence oflictsbns cause
consumption of CPU capacity, that consumption isbie-counted.

For example, imagine an Oracle database call #rdomns a disk read, such as the one shovigare 7-4 In this
drawing, a database call begins its executioma ¢j. For the duration labeledl the call consumes CPU capacity

the user running state. At tinetg,, the Oracle kernel process issuesgdmeofday call that precedes the executiol
an Oracle wait event. Depending upon the operatystem, the execution of thettimeofday system call puts the

Oracle kernel process into kernel running stateaffsw microseconds before retuning the procesiséo running
state.

o Some Linux kernels allow thgttimeofday system call to execute entirely in user running
state, resulting in a significant performance inygroent (for one example, see
Wl o http://lwww-124.ibm.com/linux/patches/?patch_id=hR97

After some more CPU consumption in user runnintedtar the duration labele8, the process transitions into kernel
running state for the duration label€dAt the conclusion of duratio@, the kernel process transitions to the asleep
state and awaits the result of the request frondlitie

Figure 7-4. This Oracle database call consumes CRboth user mode and kernel mode, and it waits foa
read from disk
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Upon completion of the request, the disk sendstanriipt that motivates the wakeup of the Oractaddeprocess,
which then transitions to the ready to run staté=igure 7-4 the CPU is idle at this point in time, and theqass is
immediately scheduled and thus transitioned toédeumning state. While executing in this state, @racle process
then wraps up the details of the disk I/O call,hbsas the copying of the data from the 1/0O chanméhé Oracle
process's user-addressable memory, which constnaeltation labeleD.

Finally at the end of duratidD, the disk read call returns, and the Oracle ptrssitions to user running state for
the duration labeleB. At timeela;, the Oracle process marks the end of the diskwéthda gettimeofday call. The

Oracle process then proceeds to execute the rergaimstructions (also in user running state) thatraquired to
complete the database call. Finally, at tiepethe database call processing is complete.

As the result of these actions, the Oracle kerniépnoduce the following statistics for the databecall:

e=€-§
ela=ela -elg=B+C+Disk +D +E
c=A+B+C+D+E+F

| shall describe, a little later, exactly hews computed. The value thatvill have is approximately the sum of the
durationsA, B, C, D, E, andF. At this point, it should be easy for you to se®eve the double-counting occurs. Both
ela andc contain the durationB, C, D, andE. The segments of CPU consumption that have oatwithin the
confines of the wait event have been double-counted

How big of a problem is the double-counting? Foatety, the practical impact is usually negligiliBaur experience
with over a thousand trace filesvatvw.hotsos.conindicates that the durations markedBa€, D, andE in Figure 7-

4 are usually small. It appears that most of the exaénts instrumented in Oraclethd OracleBhave response times
(that is,ela values) that are dominated by durations other @b consumption. In a few rare cases (I'll show yo
one shortly), the double-counting shows up in ssedtions of trace data, but in the overall schefi@racle
response time accounting, the effecCPU consumption dout-counting seems to be generally negligil

URL http://safari.oreilly.com/059600527X/optoraclep-CHP-7-SECT-6
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Book: Optimizing Oracle Performance
Section: Chapter 7. Oracle Kernel Timings

7.7 Quantization Error

A few years ago, a friend argued that Oracle'sneldd SQL trace capability was a performance diagndsad-end.
His argument was that in an age of 1GHz CPUs, tisecentisecond resolution of the then-contempotaacled
kernel was practically useless. However, in manydneds of projects in the field, the extended Sf@Lte feature hi
performed with practically flawless reliability—evéme "old one-centisecond stuff" from OradleBhe reliability of
extended SQL trace is difficult to understand unlgsu understand the propertiestadasurement resolutiand
quantization error

7.7.1 Measurement Resolution

When | was a kid, one of the everyday benefitsrofwing up in the Space Age was the advent of thaadialarm
clock. Digital clocks are fantastically easy todgaven for little boys who don't yet know how tell'the time." It's
hard to go wrong when you can see those big recbatsrshowing "7:29". With an analog clock, a kithstimes he
a hard time knowing whether it's five o'clock aeden o'clock, but the digital difference betweean8 7 is
unmistakable.

But there's a problem with digital clocks. When ygbance at a digital clock that shows "7:29", hdese is it to
7:30? The problem with digital clocks is that yanit know. With a digital clock, you can't tell wher it's 7:29:00
or 7:29:59 or anything in-between. With an anallmgk, even one without a second-hand, you can gatesst
fractions of minutes by looking at how close thexaté hand is to the next minute.

All times measured on digital computers derivendtiely frominterval timers which behave like the good old
digital clocks at our bedsides. An interval timeaidevice that ticks at fixed time intervals. Téoellected from
interval timers can exhibit interesting idiosynéeas Before you can make reliable decisions baped @racle
timing data, you need to understand the limitatiohisiterval timers.

An interval timer'sesolutionis the elapsed duration between adjacent clogk.titimer resolution is the inverse of
timer frequencySo a timer that ticks at 1 GHz (approximately ti€ks per second) has a resolution of approxirg
1/10° seconds per tick, or about 1 nanosecond (ns)gerTthe larger a timer's resolution, the less itlétaan reveal
about the duration of a measured event. But forestimers (especially ones involving software), makihe
resolution too small can increase system overheaduch that you alter the performance behaviohefevent you'
trying to measure.

Heisenberg Uncertainty and Computer Performance Analysis

The problem of measuring computer event duratioitfs avdiscrete clock is analogous to the famous
uncertainty principalbf quantum physics. The uncertainty principalpfatated by Werner Heisenberg
in 1926, holds that the uncertainty in the positida particle times the uncertainty in its velgdimes
the mass of the particle can never be smaller ghzertain quantity, which is known as Planck's tamts
[Hawking (1988) 55]. Hence, for very small partglé is impossible to know precisely both the
particle's position and its velocity.

Similarly, it is difficult to measure some thingsry precisely in a computing system, especiallynwhg
using software clocks. A smaller resolution yieddsiore accurate measurement, but using a smallg
resolution on a clock implemented with software bawe a debilitating performance impact upon th
application you're trying to measure. You'll seeeaample later in this chapter when | discuss the
resolution of theetrusage system function.

=

U

In addition to the influences of resolution upomguter application timings, the effects of measieet|

http://safari.oreilly.com/?x=1&mode=print&sortKey=title&sortOrderc@&siew=&xmlid... 4/26/200-



O'Reilly Network Safari Bookshe- Optimizing Oracle Performan Page2 of 12

intrusion of course influence the user programéscation time as well. The total impact of such
unintended influences of instrumentation upon auliegtion's performance creates what Oracle
performance analysts might refer to as a "Heisepblee effect.”

As a timing statistic passes upward from hardwareugh various layers of application software, esgplication
layer can either degrade its resolution or leaveeisolution unaltered. For example:

e The resolution of the result of tlgettimeofday system call, by POSIX standard, is one microsechbioavever,
many Intel Pentium CPUs contain a hardware timegteounter that provides resolution of one nanasgco
The Linuxgettimeofday call, for example, converts a value from nanosdsqf0° seconds) to microseconds
(10°® seconds) by performing an integer division oftheosecond value by 1,000, effectively discardirey t
final three digits of information.

e The resolution of the statistic on Oracld8s one centisecond. However, most modern operatistgms
providegettimeofday information with microsecond accuracy. The Oracle8nel converts a value from
microseconds (1®seconds) to centiseconds @8econds) by performing an integer division of the
microsecond value by 10,000, effectively discardimgfinal four digits of information [Wood (2003)]

Thus, eacle andela statistic emitted by an Oracig@rnel actually represents a system charactevigtase actual
value cannot be known exactly, but which residdghliwia known range of values. Such a range of wakiehown in
Table 7-1 For example, the Oraclestatistice=2 can refer to any actual elapsed duragpm the range:

2.000 000 ¢= e, < 2.999 999 cs

Table 7-1. A single e or ela statistic in Oracle8epresents a range of possible actual timing values

, ela statistic (cs) Minimum possible gettimeofday value (cs)] Maximum possible gettimeofday value (cs

e

0 0.000 000 0.999 999
1 1.000 000 1.999 999
2 2.000 000 2.999 999
3 3.000 000 3.999 999

On the Importance of Testing Your System

Please test conjectures about how Oracle compuaiesan your systerhy using a tool likatrace. One
trace file in our possession generated by Oratdase 9.2.0.1.0 running on a Compaq OSF1 host
reveals & resolution of 3,333.8s, ane resolution of 1,00Qus, and arela resolution of 10,00Qs. Thes¢
data of course make us wonder whetherthadela times on that platform are really coming from thg
samegettimeofday system call. (If the andela values on this platform had come from the same=gys
call, then why would the resulting values haveatight apparent resolutions?) With a system calktra
it would be a very easy question to answer. Witlomg, we can only guess.

7.7.2 Definition of Quantization Error

Quantization erroris the quantity defined as the difference between an event's ladtwiatione, and its measured
duratione,,. That is:
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Let's revisit the execution &xample 7-Isuperimposed upon a timeline, as showRigure 7-5 In this drawing,
each tick mark represents one clock tick on amvatdimer like the one provided hygttimeofday. The value of the
timer wast, = 1492 whenio_something began. The value of the timer wias= 1498 whenio_something ended. Thus

the measured duration @f_something wase,, =t; - t, = 6. However, if you physically measure the lengftthe
duratione, in the drawing, you'll find that the actual duegtiof do_something is e, = 5.875 ticks. You can confirm the
actual duration by literally measuring the heighepin the drawing, but it is not possible for an aggtion to

"know" the value ok, by using only the interval timer whose ticks anewn inFigure 7-5 The quantization error is
E=e,-€,=0.125 ticks, or about 1.7 percent of the 5.8zkdctual duration.

Figure 7-5. An interval timer is accurate for measung durations of events that span many clock ticks
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Now, consider the case when the duratiodo_something is much closer to the timer resolution, as shawrigure 7-
6. In the left-hand case, the duratiordefsomething spans one clock tick, so it has a measured durafig, = 1.

However, the event's actual duration is oy 0.25. (You can confirm this by measuring thaiattluration in the

drawing.) The quantization error in this cas& ks 0.75, which is a whopping 300% of the 0.25-tckual duration.
In the right-hand case, the executioni@fsomething spans no clock ticks, so it has a measured durafie,, = 0;

however, its actual durationég = 0.9375. The quantization error heré&is -0.9375, which is -100% of the 0.9375-
tick actual duration.

Figure 7-6. An interval timer is not accurate for measuring durations of events that span zero or onlg few
clock ticks
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To describe quantization error in plain language:
Any duration measured with an interval timer isiaate only to within one unit of timer resolution.

More formally, the difference between any two digjitlock measurements is an elapsed duration wiimiigation
errorwhose exact value cannot be knowuat which ranges anywhere from almost -1 clock to almost +1 clock
tick. If we use the notation, to denote the resolution of some timer calkethen we have:

Xn =T SXg <X 1y

The quantization errde inherent in any digital measurement is a unifordistributedrandom variablgseeChapter
11) with range r, <E <r,, wherer, denotes the resolution of the interval timer.

Whenever you see an elapsed duration printed b@thele kernel (or any other software), you mustktin terms o
the measurement resolution. For example, if youlsestatistie=4 in an OracleBtrace file, you need to understand
that this statistic doasot mean that the actual elapsed duration of somethaw4 cs. Rather, it means tifahe
underlying timer resolution is 1 cs or better, thiem actual elapsed duration of something was letv8ecs and 5 cs.
That is as much detail as you can know.

For small numbers of statistic values, this imgsiei can lead to ironic results. For example, yanitcactually even
make accurate comparisons of event durations femtewhose measured durations are approximatebl.égqgure
7-7 shows a few ironic cases. Imagine that the tirhens here is ticking in 1-centisecond intervalsisTib behavior
that is equivalent to the Oraclg®&actice of truncating digits of timing precisipast the 0.01-second position.
Observe in this figure that evefsttonsumed more actual elapsed duration than &;énitB has a longer measured
duration;C took longer tham, butD has a longer measured duration. In general, aegtevith a measured duration
of n + 1 may have an actual duration that is longem,tkgual topr even shorter thaanother event having a
measured duration of You cannot know which relationship is true.

Figure 7-7. Any duration measured with an intervaltimer is accurate only to within one unit of timer
resolution. Notice that events measured as n cloticks in duration can actually be longer than everg
measured as n + 1 ticks in duration
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An interval timer can give accuracy only to £1 ddick, but in practical application, this resti@t does not
diminish the usefulness of interval timers. Positand negative quantization errors tend to carax ether over
large samples. For example, the sum of the quaittizarrors inFigure 7-6is:

E, + E, = 0.75 + (-0.9375) = 0.1875

Even though the individual errors were proportibnkirge, the sum of the errors is a much smalé&h bf the sum
of the two actual event durations. In a severaddned SQL trace files collectedatvw.hotsos.confrom hundreds ¢
different Oracle sites, we have found that posiéine negative quantization errors throughout aetfée with
hundreds of lines tend to cancel each other oubr&commonly converge to magnitudes smaller tHed94 of the
total response time measured in a trace file.

7.7.3 Complications in Measuring CPU Consumption

You may have noticed by now that yaetimeofday system call has much better resolution thafnsage. Although
the pseudocode iBxample 7-3nakes it look likeyettimeofday andgetrusage do almost the same thing, the two
functions work in profoundly different ways. Asesult, the two functions produce results with puoidgly different
accuracies.

7.7.3.1 How gettimeofday works

The operation ofettimeofday is much easier to understand than the operatigerofage. I'll use Linux on Intel
Pentium processors as a model for explaining. iagitioned previously, the Intel Pentium processar dhardware
time stamp counter (TSC) register that is updatedwery hardware clock tick. For example, a 1-GHAGwill
update its TSC approximately a billion times perosel [Bovet and Cesati (2001) 139-141]. By counthmggnumber
of ticks that have occurred on the TSC since thetlme a user set the time with e command, the Linux kernel
can determine how many clock ticks have elapsezkdime Epoch. The result returnedgeyimeofday is the result of
truncating this figure to microsecond resolutianrttaintain the POSIX-compliant behavior of tfe@imeofday
function).

7.7.3.2 How getrusage works

There are two ways in which an operating systemacaount for how much time a process spends comgunser-
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mode or kernel-mode CPU capacity:

Polling (sampling

The operating system could be instrumented withaesttde so that, at fixed intervals, each runniggss
could update its owrusage table. At each interval, each running processdcapbate its own CPU usage
statistic with the estimate that it has consumedetttire interval's worth of CPU capacity in whatestate th
processes is presently executing in.

Even-based instrumentation

The operating system could be instrumented withaextde so that every time a process transitioegher
user runningor kernel runningstate, it could issue a high-resolution timer.dallery time a process
transitions out of that state, it could issue aaptimer call and publish the microseconds' woftHifference
between the two calls to the processige accounting structure.

Most operating systems use polling, at least bgaefFor example, Linux updates several attribfdegach
process, including the CPU capacity consumed thiubyf the process, upon every clock interrupt [Baral Cesati
(2001) 144-145]. Some operating systems do proswaatbased instrumentation. Sun Solaris, for examplayigdes
this feature under the namecrostate accountinfCockroft (1998)].

With microstate accounting, quantization erroirisited to one unit of timer resolution per statdtstv With a high-
resolution timer (likeyettimeofday), the total quantization error on CPU statistibtammed from microstate accounting
can be quite small. However, the additional acquramnes at the cost of incrementally more measunemgusion
effect. With polling, however, quantization err@ancbe significantly worse, as you'll see in a momen

Regardless of how the resource usage informatiobtaned, an operating system makes this infoonativailable
to any process that wants it via a system calldik@sage. POSIX specifies thajetrusage must use microseconds as
its unit of measure, but—for systems that obtadage information by polling—the true resolution of theturned
data depends upon the clock interrupt frequency.

The clock interrupt frequency for most systems08 ihterrupts per second, or one interrupt evengisecond
(operating systems texts often speak in terms tisetonds; 1 ¢cs = 10 ms = 0.010 s). The clockriog frequency
is a configurable parameter on many systems, bst system managers leave it set to 100 interrugrtsgcond.
Asking a system to service interrupts more fregyehtn 100 times per second would give better tineasurement
resolution, but at the cost of degraded performaBeevicing interrupts even only ten times morgdiently would
intensify the kernel-mode CPU overhead consumeithdpperating scheduler by a factor of ten. Itisegally not a
good tradeoff.

If your operating system is POSIX-compliant, thikdwing Perl program will reveal its operating ssist scheduler
resolution [Chiesa (1996)]:

$ cat clkres.pl

#!/usr/bin/perl

use strict;

use warnings;

use POSIX gw(sysconf _SC_CLK_TCK);

my $freq = sysconf(_SC_CLK_TCK);

my $f = log($freq) / log(10);

printf "getrusage resolution %.${f}f seconds\n", 1/$freq;
$ perl clkres.pl

getrusage resolution: 0.01 seconds

With a 1-cs clock resolutiometrusage may return microsecond data, but those microseeahues will never contain
valid detail smaller than 1/180(0.01) of a second.

The reason I've explained all this is that the ¢jration error of the Oraclestatistic is fundamentally different from
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the quantization error of anor ela statistic. Recall when | wrote:
Any duration measured with an interval timer iswaate only to within one unit of timer resolution.

The problem with Oraclesstatistic is that the statistic returneddeytusage is not really a duration That is, a CPU
consumption "duration” returned Bytrusage is not a statistic obtained by taking the differenf a pair of interval
timer measurements. Rather:

e On systems with microstate accounting activated) C8hsumption is computed as potentially very many
short durations added together.

e On systems that poll feasage information, CPU consumption is an estimate ofation obtained by a proce
of polling.

Hence, in either circumstance, the quantizatioareénherent in an Oraclestatistic can benuch worsehan just one
clock tick. The problem exists even on systemsuiBatmicrostate accounting. It's worse on systaatsdon't.

Figure 7-8depicts an example of a standard polling-baseatsin in which the errors in user-mode CPU time
attribution add up to cause an over-attributiotiroE to a database call's response time. The sequiagram in this
figure depicts both the user-mode CPU time andyiséem call time consumed by a database call CHig axis
shows clock interrupts scheduled one cs apart. Becte drawing is so small, | could not show @00 clock
ticks on thenon-CPU time consumexis that occur between every pair of ticks onGR&J axis.

Figure 7-8. The way getrusage polls for CPU consurtipn can cause over-attributions of response timeotan
individual database call

CPU nan-CPU time
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In response to the actions depictedrigure 7-8 | would expect an OracleRernel to emit the trace data shown in
Example 7-51 computed the expectedandela statistics by measuring the durations of the tiegments on theys
call axis. Because of the fine resolution of gagmeofday clock with whiche andela durations are measured, the
guantization error in my andela measurements is negligible.

Example 7-5. The Oracle9i timing statistics that wold be generated by the events depicted rigure 7-8

WAIT #1: ...ela= 6250

WAIT #1: ...ela= 6875

WAIT #1: ...ela= 32500

WAIT #1: ...ela= 6250

FETCH #1:¢c=60000,e=72500,...
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The actual amount of CPU capacity consumed by ait@bdse call was 2.5 cs, which | computed by mewsur
durations physically in the picture. Howevegs#trusage obtains its CPU consumption statistic from a psstseresourt
usage structure, which is updated by polling atyeeck interrupt. At every interrupt, the operatisystem's
process scheduler tallies one full centisecond@s) of CPU consumption to whatever process is rugnatrthe
time. Thusgetrusage will report that the database callfigure 7-8consumed six full centiseconds' worth of CPU
time. You can verify the result by lookingFigure 7-8and simply counting the number of clock ticks thig
spanned by CPU consumption.

It all makes sense in terms of the picture, buk labthe unaccounted-for time that results:

A :r.'—|rc + z ['I':I\I

b db call 4
=72500 - (60000 + (6250 + 6875+ 32500 + 6250))

=—39373

Negative unaccount-for time means that there is a negative amouhinigsing time" in the trace data. In other
words, there is aaverattribution of 39,375us to the database call. It's an alarmingly largedilog number, but
remember, it's only about 4 cs. The actual amofiaser-mode CPU that was consumed during the cadlanly
25,000us (which, again, | figured out by cheating—by measuthe physical lengths of durations depicteéigure
7-8).

7.7.4 Detection of Quantization Error

Quantization errok = g, - e, is the difference between an event's actual curatiand its measured duratiep.

You cannot know an event's actual duration; theegfgou cannot detect quantization error by inspgan
individual statistic. However, you can prove thésence of quantization error by examingngupsof related
statistics. You've already seen an example in whigintization error was detectable Hxample 7-5we could
detect the existence of quantization error by fagithat:

e+ l ela=e

It is easy to detect the existence of quantizagiwar by inspecting a database call and the waihsvexecuted by

that action on éow-load system, where other influences that might distipe =c+ >elarelationship are
minimized.

The following OracleBtrace file excerpt shows the effect of quantizagoror:

WAIT #103: nam="db file sequential read' ela= 0 p1=1 p2=3051 p3=1
WAIT #103: nam='db file sequential read' ela= 0 p1=1 p2=6517 p3=1
WAIT #103: nam='db file sequential read' ela= 0 p1=1 p2=5347 p3=1
FETCH #103:¢c=0,e=1,p=3,cr=15,cu=0,mis=0,r=1,dep=2,09=4,tim=116694745

This fetch call motivated exactly three wait evelt® know that the, e, andela times shown here should be related
by the approximation:

e=c+ l ela
dreall

On a low-load system, the amount by which the tidessof this approximation are unequal is an inétceof the
total quantization error present in the five meaments (one value, one: value, and threea values):
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c + Z ela,, .I
dbreall )

=1-{0+(0+0+0))
=1

E=xe, -

Given that individuabettimeofday calls account for only a few microseconds of mea®ent intrusion error on most
systems, quantization error is the prominent factmitributing to the 1-centisecond (cs) "gap" ia ttace data.

The following OracleBtrace file excerpt shows the simplest possibleg-geenting of elapsed time, resulting in a
negative amount of unaccounted-for time:

WAIT #96: nam='db file sequential read' ela= 0 p1=1 p2=1691 p3=1
FETCH #96:c=1,e=0,p=1,cr=4,cu=0,mis=0,r=1,dep=1,09=4,tim=116694789

Here, we havé& = -1 cs:

c + Z ela,, .I
dbreall )

E=xe, -

=0-{1+(0})

=-1
In this case of a "negative gap" like the one shbere, we cannot appeal to the effects of measumeimeusion for
explanation; the measurement intrusion effect caate onlypositiveunaccounted-for time. It might have been
possible that a CPU consumption double-count heshtalace; however, this isn't the case here, secte value

ela= 0 means that no CPU time was counted in the waitteateall. In this case, quantization error has &ad
dominating influence, resulting in the over-atttibn of time within the fetch.

Although OracleBuses improved output resolution in its timingistats, OracleBis by no means immune to the
effects of quantization error, as shown in thediwihg trace file excerpt witk > O:

WAIT #5: nam="db file sequential read' ela= 11597 p1=1 p2=42463 p3=1
FETCH #5:¢=0,e=12237,p=1,cr=3,cu=0,mis=0,r=1,dep=2,09=4,tim=1023745094799915

In this example, we have = 640ps:

b1

E = e, = l C_+ Z L'IIJ.i',,, I

db call /
=12237 —(0+(11597))
= 640

Some of this error is certainly quantization elits impossible that the total CPU consumptionhig fetch was
actually zero). A few microseconds are the result of measent intrusion error.

Finally, here is an example of &x 0 quantization error in Oracle®ace data:

WAIT #34: nam="'db file sequential read' ela= 16493 p1=1 p2=33254 p3=1
WAIT #34: nam='db file sequential read' ela= 11889 p1=2 p2=89061 p3=1
FETCH #34:¢c=10000,e=29598,p=2,cr=5,cu=0,mis=0,r=1,dep=3,09=4,tim=1017039276445157

In this case, we haue = -8784ys:
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E=g, - l .+ Z ela, I
db call !
= 29598 - (10000 + (16493 + 11889))
=-8754
It is possible that some CPU consumption doubleiing has occurred in this case. It is also likbigt the effect of
gquantization error is a dominant contributor to aliieibution of time to the fetch call. The 8,784-overattribution is

evidence that the actual total CPU consumptiomefdatabase call was probably only about (10,@)@84)us =
1,216ps.

7.7.5 Bounds of Quantization Error

The amount of quantization error present in Oradieling statistics cannot be measured directlyweicer, the
statistical properties of quantization error carabalyzed irextendedQL trace data. First, there's a limit to how
much quantization error there can be in a giverokgace data. It is easy to imagine the maximwangjzation error
that a set of elapsed durations like Oracl@adela statistics might contribute. The worst total queatton error for
sequence of andela statistics occurs when all the individual quantmaerrors are at their maximum magnituatel
the signs of the quantization errors all line up.

Figure 7-9exhibits the type of behavior that I'm describifbis drawing depicts eight very-short-durationteys
calls that happen tall cross an interval timer's clock ticks. The actldation of each event is practically zero, but
the measured duration of each event is one clokkThe total actual duration of the system cdilsven is

practically zero, but the total measured durat#o8 clock ticks. For this set af= 8 system calls, the total
quantization error is essentially,, wherer, is, as described previously, the resolution ofititerval timer upon
which thex characteristic is measured.

Figure 7-9. A worst-case type scenario for the acowlation of quantization error for a sequence of masured
durations
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It shouldn't take you long to notice that the diwain Figure 7-9is horribly contrived to suit my purpose of
illustrating a point. For things to work out thigin reality is extremely unlikely. The probabjlihatn quantizatior
errors will all have the same sign is only™0.Bhe probability of having = 8 consecutive negative quantization
errors is only 0.00390625 (that's only about fcarxes in a thousand). There's less than one cira@6¥ thatn =

http://safari.oreilly.com/?x=1&mode=print&sortKey=title&sortOrderc@&siew=&xmlid... 4/26/200-



O'Reilly Network Safari Bookshe- Optimizing Oracle Performan Pagell of 12

265 statistics will all have quantization errorghathe same sign.

For long lists of elapsed duration statisticss ivirtually impossible for all the quantization@ns to "point in the
same direction.” Yet, my contrivancekigure 7-9goes even further. It assumes thatrttagnitudeof each
quantization error is maximized. The odds of tlapening are even more staggeringly slim thanhersigns to line
up. For example, the probability that the magnitafleach oh given quantization error values exceeds 0.9 ig (il
- 0.9)". The odds of having each B 265 quantization error magnitudes exceed 0.®@aesin 1665,

What Does "One Chance in Ten to [Some Large Power]" Mean?

To put the probability "one chance in®20into perspective, realize that scientists esténiaat there arg
only about 18° atoms in the observable universe (source:

http://www.sunspot.noao.edu/sunspot/pr/answerboikéuse.htm|
http://www.sciencenet.org.uk/database/Physics/@IIA39d.htmland others). This means that if you
could print 265 uniformly distributed random numbbetween -1 and +1 on every atom in our universe,
you should expect that ongnesuch atom would have all 265 numbers on it witthed same sign.

The other probability, "one chance in$9" is even more mind-boggling to imagine. To daritagine
nesting universes three levels deep. That is, ineatfiat every one of the #¥atoms in our universe is
itself a universe with 8 universes in it, and that each of those univecsesains 18° atoms. At that
point, you'd have enough atoms to imagine one oenae of a "one chance in4®" atom. Even in
universes nested three levels deep, the oddsdif§ran atom with all 265 of its random numbers
exceeding 0.9 in magnitude would still be only ehance in 10,000,000,000,000,000,000,000,000.

Forn quantization errors to all have the same signadinaave magnitudes greater thanthe probability is the
astronomically unlikely product of both probab@#i I've described:

P(n quantization error values areall greater thaor all less thanm)= (0.5)'(1 - m)"
Quantization errors for elapsed durations (likedra andela statistics) are random numbers in the range:

I, <E<r,
wherer, is the resolution of the interval timer from whitttex statistic (whereis eithere orela) is obtained.

Because negative and positive quantization errocarowith equal probability, the average quant@atrror for a
given set of statistics tends toward zero, eventdige trace files. Using theentral limit theorendeveloped by Pieri
Simon de Laplace in 1810, you can even predicptbbability that quantization errors for Oraelandela statistics
will exceed a specified threshold for a trace ¢ibmtaining a given number of statistics.

I've begun work to compute the probability thatee file'stotal quantization error (including the error contrilaite
by ¢ statistics) will exceed a given threshold; howeVvéiave not yet completed that research. The probh front of
me is to calculate the distribution of the quanta@aerror produced by, which, as I've said already, is complicated
by the nature of howis tallied by polling. | intend to document my easch in this area in a future project.

Happily, there are several pieces of good newstalpoantization error that make not yet knowing howquantify it
quite bearable:

e In the many hundreds of Oracle trace files thatase analyzed atww.hotsos.comit has been extremely
uncommon for groperly collectedseeChapter §file's total unaccounted-for duration to excebdwt 10%
of total response time.

e In spite of the possibilities afforded by both qtization error and CPU consumption double-countihig,
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apparentlyextremelyrare for a trace file to contain negative unacted+ior time whose magnitude exceeds
about 10% of total response time.

e In cases where unaccounted-for time accounts foe iti@n 25% of a properly collected trace filespanse
time, the unaccounted-for timeatmost alwaysaused by one of the two remaining phenomend'that
discuss in the following sections.

e The presence of quantization error has not yetdngdiour ability to properly diagnose the root esusf
performance problems by analyzing only Oracle edeenSQL trace data, even in Oraclg8ce files in
which all statistics are reported with only onetgsetond resolution.

e Quantization error becomes even more of a non-igssQgacle® with the improvement in statistical
resolution.

Sometimes, the effect of quantization error carsedass of faith in the validity of Oracle's tratata. Perhaps
nothing can be more damaging to your morale irfabe of a tough problem than to gather the suspittiat the dat
you're counting on might be lying to you. A firmderstanding of the effects of quantization errgrassibly youl
most important tool in keeping your faith.

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-7-SECT-7

http://safari.oreilly.com/?x=1&mode=print&sortKey=title&sortOrderc@&siew=&xmlid... 4/26/200-



O'Reilly Network Safari Bookshe- Optimizing Oracle Performan Pagel of 3

Book: Optimizing Oracle Performance
Section: Chapter 7. Oracle Kernel Timings

7.8 Time Spent Not Executing

To understand a fourth cause of unaccounted-fae iima properly collected Oracle trace file, lpgsform a brief
thought experiment. Imagine a progr&that consumes exactly ten seconds of nsede CPU time and produces
output on your terminal. Imagine that you weretto this program in a loop on a system with one CP{bu were
the only user connected to this system, you shexgpect response time of ten seconds for each agaaiftP.

If you were to observe the CPU utilization of thisgle-CPU system during your single-user repetigxecution of
P, you would probably notice your CPU running at #0Gtilization for the duration of your job. But wii&you

were to add a second instance offfleop on the single-CPU system? In any ten-sectapbed time interval, there
is only ten seconds' worth of CPU capacity avadaii the single-CPU machine. We thus cannot expect
accomplish two complete executions of a prograrhdbasumes ten seconds of capacity in one ten-ddantarval.
We would expect that the response time of daalould increase to roughly 20 seconds each. Thatislong it
would take for one CPU to provide ten seconds' lwoftCPU capacity to each of two competing proceséés
capacity were to be dispensed fairly and in snraktslices to the two competing processes.

7.8.1 Instrumenting the Experiment

Let's assume that we had instrumented our codenarmer similar to how the Oracle kernel doessit,\&e shown in
Example 7-6

Example 7-6. The program P instrumented to report o its own response time and total CPU capacity
consumption

e0 = gettimeofday;
c0 = getrusage;
P; # remember, P makes no system calls
cl = getrusage;
el = gettimeofday;

e=el-e0;

¢ = (cl.stime + cl.utime) - (cO.stime + c0.utime);
printf "e=%.0fs, c=%.0fs\n", e, c;

Then we should expect approximately the timing nughown inTable 7-2for each given concurrency level on a
single-CPU system. You should expect our progPaim consume the same amount of total CPU capaeiggrdless
of how busy the system is. But of course, sincedR& capacity of the system is being shared maderaore thinly
across users as we increase the concurrency y@xeshould expect for the program to execute fogér and longer
elapsed times before being able to obtain thedearsls of CPU time that it needs.

Table 7-2. Expected output from running the timinginstrumented program P (which consumes ten seconds
of user-mode CPU time) at varying concurrency level

Number of users runningP concurrently Timing output

e=10s, c=10s

e=20s, c=10s

e=30s, c=10s

AlWIN]|PF

e=40s, c=10s

The table shows what we expected to see, but nibtiteve now have created a "problem with missimg't in some
of our measurements. Remember our performance mbéetlapsed time of a program is supposed tooxppately
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equal the time spent consuming CPU capacity plegithe spent executing instrumented "wait everas,h:

&=+ l ela

However, even in the two-user case, this worksaut

20~ 10+0

We can use the substitutieta = 0 because we know our program executes no msinted "wait events"
whatsoever. All our program does is consume somg €&pacity and then print the result. (And evenpting
statement can be eliminated as a suspect becausaltho it occursutsideof the domain of the timer calls.) As you
can plainly seeg; + Zela= 10 is a really lousy approximation @f 20. Where did the "missing time" go? In our
Table 7-2cases, the problem just keeps getting worse asaseurrency increases. Where have we gone wrong i
our instrumentation dP?

7.8.2 Process States and Transitions Revisited

The answer is easy to understand after lookingnagj&iigure 7-1 Recall that even when a process is executing
happily along in user running state, a system clotgerupt occurs on most systems every 1f160a second. This
regularly scheduled interrupt transitions each mgprocess into the kernel running state to serthie interrupt.
Once in kernel running state, the process savesiitentcontextand then executes the scheduler subroutine (see
Section 7.1.2arlier in this chapter). If there is a procesthmready to run state, then the system's scmgppblicy
may dictate that the running process must be presinpnd the ready to run process be schedulediaed an
opportunity to consume CPU capacity itself.

When this happens, note what happens to our otiginaining process. When it is interrupted, itrisnsitioned
immediately to kernel running state. Note in paitic that the process does not get the chanceetwugxany
application code to see what time it is when tlipgens. When the process is preempted, it is tramsil to ready t
run state, where it waits until it is scheduled.afvlit is finally scheduled (perhaps only a mereniliseconds later),
it spends enough time in kernel running state ittstate its context, and then it returns to usening state, right
where it left off.

How did the preemption activity affect the timingtd for the process? The CPU time spent in ketmgling state
while the scheduler was preparing for the procgsssmption counts as CPU time consumed by theepso®ut
time spent in ready to run state diot count as CPU time consumed by the process. Hoyweten the process had
completed its work oP, the difference=e1-e0 of course includedll time spent irall states of the process state
transition diagram. The net effect is that all inge spent in ready to run state continues to tatiyhee clock, but

it's not accounted for as CPU capacity consumptiofpr anything else that the application is awafréor that
matter. It's as if the process had been conketi®hdad and then awoken, with no way to accourwfat happene
to the time spent out of consciousness.

This is what happens to each process as more gentyrocesses were added to the mix showiabie 7-2 Of
course, the more processes there were waitingaolyr® run state, the more each process had tdevais turn at
the CPU. The longer the wait, the longer the prnoggalapsed time. For three and four users, thecanated-for
time increases proportionally. It's simply a prablef a constant-sized pie (CPU capacity) beingidiywip among
more and more pie-eaters (users runfhgrhere's really nothing in need of "repair” abtig instrumentation upon
P. What you need is to understand how to estimaterhach of the unaccounted-for time is likely tochee to time
spent not executing.

The existence and exact size of this gap is of imsaevalue to the Oracle performance analyst. TAeedithis gap
permits you to use extended SQL trace data toifgiemhen performance problems are caused by exgessiappin
or time spent in the CPU run queue, as you shallrsene of the case studiesGhapter 12
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7.9 Un-Instrumented Oracle Kernel Code

The final cause of missing time in a trace filettihcover is the category consisting wfi-instrumented Oracle
kernel codeAs you've now seen, Oracle provides instrumemtdtr database calls in the formooéinde data, whicl
represent total CPU consumption and total elapseation, respectively. For segments of Oracle KHerade that ca
consume significant response time but not much C&pécity, Oracle Corporation gives us the "waingtve
instrumentation, complete with an elapsed timeaddtinguishing name for the code segment beieguged.

Chapter 12ists the number of code segments that are ingnbed in a few popular releases of the Oracle kerne
since 7.3.4. Notice that the number grows signifilyawith each release listed in the table. Theeg for example,
146 more instrumented system calls in release thathere are in release 8.1.7. Certainly, sdntteese newly
instrumented events represent new product featliregpossible that some new hames$8VENT_NAME correspon
to code segments that were present but just nahgegumented in an earlier Oracle kernel release.

7.9.1 Effect

When Oracle Corporation leaves a sequence of kerstelictions un-instrumented, the missing timedbees
apparent in one of two ways:

Missing timewithin a database call

Any un-instrumented code that occurs within theterinof a database call will leave a gap between th
database call's elapsed duratiehand the value of + >ela for the call. Within the trace file, the phenome
will be indistinguishable from theéme spent not executimgoblem that | described earlier. On systemsdb
not exhibit much paging or swapping, the preseticelarge gap) in the following equation for an entire
trace file is an indicator of an un-instrumenteddiproblem:

A=Y e Ter Y ela

chop=00 o= withim
calls

To envision this problem, imagine what would happgenfive-second database file read executed feych

were un-instrumented. The elapsed time for thehf@cwould include the five-second duration, but neith
the total CPU consumption for the feteh ifor the wait event durations( values) would be large enough to
account for the whole elapsed duration.

Missing timebetweerdatabase calls

Any un-instrumented code that occurs outside ottheext of a database call cannot be detectdteisame
manner as un-instrumented code that occurs witdiet@base call. You can detect missing time betwats
in one of two ways. First, a sequence of betwesdhevents with no intervening database callsiighdicatior
of un-instrumented Oracle kernel code path. Secgmd can detect un-instrumented calls by inspeciing

statistic values within a trace file. If you seéljacent"tim values that are much farther apart in time than th
intervening database call and wait event linesazaount for, then you've discovered this problentrate
file exhibits this issue if it has a lardevalue in the formula in whicR denotes the known response time for
which the trace file was supposed to account:
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A=R Z{‘

Oracle bug number 2425312 is one example of thublpm. It is a case in which entire database calls
executed through the PL/SQL remote procedure B&RIQ) interface emit no trace data whatsoever. €belt
is a potentially enormous gap in the time accogntiithin a trace file.

In practice you may never encounter a situatiomhiich un-instrumented system calls will consumeénaportant
proportion of a program's elapsed time. We encauhgephenomenon at a rate of fewer than five p@ugand trace
files atwww.hotsos.comOne case of un-instrumented database activitpésimented as bug number 2425312 at
OracleMetaLink You may encounter this bug if you trace Oraclentapplications with embedded (client-side)
PL/SQL. You will perhaps encounter other caseshitivun-instrumented time materially affects yonalgsis, but
those cases will be rare.

7.9.2 Trace Writing

You will encounter at least one un-instrumentedesyscall every time you use SQL trace, althouglpégormance
impact is usually small. It is theite call that the Oracle kernel uses to write SQLéraatput to the trace file. Using
strace allows you to see quite plainly how the Oraclenkefvrites each line of data to a trace file. Gf several
hundred extended SQL trace files collectednatv.hotsos.conby the time of this writing, fewer than 1% exhibit
accumulation of unaccountddr time that might be explained by slow trace filgting. However, you should follo
these recommendations to reduce the risk thateheact of tracing an application program will nrélly degrade
the performance of an application:

e Check with OracléMetaLinkto ensure that your system is not susceptibleréxl® kernel bugs that might
unnecessarily impede the performance of traceniieng. For example, bug number 2202613 affects th
performance of trace file writing on some Microséfindows 2000 ports. Bug humber 1210242 needlessly
degrades Oracle performance while tracing is atetta

e Place youluserR_DUMP_DEST andBACKGROUND_DUMP_DEST directories on efficient I/O channels. Don't
write trace data to your root filesystem or theeslg slowest disk drive on your system. Althoughdbitcome
of the diagnostic process will often be significpatformance improvement, no analyst wants to based
of even temporarily degrading the performance cdygplication.

e Keep load that competes with trace file I/O as &sapossible during a trace. For example, avoidnganore
than one session at a time to the same 1/O delgiameptions include application programs that ndipeanit
more than one trace file, such as parallel operatay any program that distributes workload overertban
one Oracle server processes.

Don't let the overhead of writing to trace filegsateyou from using extended SQL trace data asfanpeance
diagnostic tool. Keep the overhead in perspeciibe. potential overhead is not noticeable in mosesaEven if the
performance overhead were nearly unbearable, tbhesd of tracing a progranmceis a worthwhile investment if
the diagnosis results in either of the followingammes:

e You can repair the program under analysis, regultirsignificant conservation of system capacitgt an
significant reduction in end-user response time.

e You can prove that the program under analysis pedas well as it can, and thus that further otatidn
investment will be futile.

URL nhttp://safari.oreilly.com/059600527X/optoraclep-CHP-7-SECT-9
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7.10 Exercises

1. Install a system call trace utility lik@race on your system. Use it to trace an Oracle kerredgss. In a
separate window, view the SQL trace output asénidtted (usingail -f or a similar command). What timing
calls does the Oracle kernel make on your systemvhht sequence are the timing calls made? Does you
system's behavior resemble the behavior describEgdmple 7-2

2. Run the program listed iBxample 7-4on your system. What is the average measuremtnsion effect of
onegettimeofday call on your system?

3. The Perl program ilkxample 7-7%aves the values returned from a rapid-fire secpieftimes system calls. It
traverses the list of saved values and prints @evahly if it differs from the prior value in thist. What, if
anything, does running this program indicate altoeitresolution of CPU resource accounting on your
system?

Example 7-7. A Perl program that executes a rapidife sequence of times system calls

#!/usr/bin/perl

use strict;

use warnings;

use |0::File;

autoflush STDOUT 1,

my @times = (times)[0];

while ((my $t = (times)[0]) - $times[0] < 1) {
push @times, $t;

}

print scalar @times, " distinct times\n";
my $prior =";
for my $time (@times) {
print "$time\n" if $time ne $prior;
$prior = $time;

}

4. At www.hotsos.comwe have several millions of lines of Oradlaé@ce data that resemble the following:
FETCH #1:c=1,e=0,p=0,cr=0,cu=0,mis=0,r=10,dep=0,09=3,tim=17132884
Explain how this can occur.

5. In Oracle9, trace file lines like the following occur as fremtly as the phenomenon described in the pre!
exercise:

PARSE #7:¢=10000,e=2167,p=0,cr=0,cu=0,mis=1,r=0,dep=1,09=0,tim=1016096093915846

Explain how this can occur. How different is thieepomenon from the one described in the previous
exercise?

6. Write a program to test the thought experiment showExample 7-6 Explain any major differences betwe
its output and the output of the thought experinggrmwn inTable 7-2

7. Trace client programs that use different Oraclerfaces on your system, such as:

o PL/SQL RPC calls issued by client-side PL/SQL witBiracle Forms applications
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o Java RMI calls between the client VM and server VM

Do they result in unexpectedly large amounts ottaonanted-for time?
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Chapter 8. Oracle Fixed View Data

Chances are that before you picked up this book hgal spent far more time assessifglata than you ever spent
looking at raw trace data. Each of us is tauglhteeiovertly or covertly that to be competent Orgeeformance
analysts, we have to know lots of things about @fsfixed viewsFixed views are pseudo-tables that begin with a
prefix like v$ or Gvs, or better yeks. A whole cottage industry seems to exist withgbke purpose of providing
updated posters that depict the complicated reighips among the almost 500 views described in
V$FIXED_VIEW_DEFINITION.

Some people who inquire abomivw.hotsos.contourses find it strange that we devote comparigtiitde time to
discussion of Oracle's fixed views in those cour€gacle fixed views indeed provide useful datd e need on
occasion to supplement our performance improvemerécts. But in hundreds of cases in which myfstafl | have
resolved performance problems since 1999, we hsweé properly scoped extended SQL trace data ahihgatlse.

Throughout the year 200@ww.hotsos.coninvested into two concurrent research projecte ®as to construct an
optimized performance improvement method based eptended SQL trace data. The other was to create a
optimized performance improvement method based figed view data. The results of the two projeatgpsised
me. | entered the two projects assuming that ofssoa method based upon Oracle fixed view datadvoelsuperior
to any method based upon "mere" trace data. Howeseran into roadblock after roadblock with theefil view
data. | heavily invested my own time into designivaykarounds for various deficiencies inherent nacevs data,
in an effort to bring analysis quality to par wiabir method based upon trace data.

One day in June 2000, | consulted Oracle's exteBd@dtrace file for about the umpteenth time tofeamor refute
whether my hundred-line fixed view analyzer workard-of-the-day was working correctly. Until thatydave had
used our trace file analysis software as a yatdbicour fixed view analysis software. But on thlaty, we promoted
the trace file analyzer to our primary analysid.téée dropped our fixed view analyzer project, avadve never
looked back. This chapter begins with a descriptibsome of the difficulties that Oracle's fixeegwi data imposes
upon you. The latter part of the chapter reviewaesaommon fixed view queries and assesses sorheioktrength
and weaknesses.
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8.1 Deficiencies of Fixed View Data

Oracle's fixed views are invaluable. You'll seeesal’/good uses of$ queries soon. For example, for every line of
data that the Oracle kernel emits to a tracetfilere can be thousands of operations that yow#meiscover unless
you examine youvs data. However, Oracleis fixed views contain several deficiencies which sn@racle
performance analysts are not aware of. The follgveiections describe the deficiencies that my cgllea and | have
encountered in attempts to use Oracle fixed vieta da our primary performance-diagnostic data sourc

8.1.1 Too Many Data Sources

It is possible to construct an approximate resoproéle for a specified session with queries aefi data. This
chapter shows how. However, the resource profijesisthe tip of the data you really need, and wom't know what
drill-down you'll need next until after you've assed the resource profile. Consequently, the oaly i@ ensure that
you'll have everything you might need is to collegerything you might need for the targeted timapgcand actio
scope. Doing this with fixed view data is virtuaitgpossible.

8.1.2 Lack of Detail

The documented Oracle fixed views make it intenddfjcult to acquire several types of detailedaltitat are easy
acquire from extended SQL trace data. Using onbc@ts fixed views, for example, it is very diffitto:

e Observe trends in durations of individual Oraclenk¢actions
e Attribute individual I/O calls to their target dees
e Attribute capacity consumption to individual databaalls

e Determine recursion relationships among databdke ca

The vast majority of Oracle's fixed views revealyostatistics that are aggregated either by seq&iwrexample,
V$SESSTAT) or by instance (for example$sSySSTAT). Aggregate statistics introduce unnecessary aisaly
complexity, because of course aggregates conctalsle

X$TRACE andVv$SESSION_WAIT are notable exceptions that reveal in-process titaever, Usingt$TRACE at least
through OraclePrelease 2 is a bad idea because it is undocumamisdpported, and unreliabl&SESSION_WAIT is
of course supported, but to acquire the same tEfveétail fromv$SESSION_WAIT as you can get from an Oracle7
extended SQL trace file, you would have to polltfew at a rate of more than 100 queries per secéod can't do
this with SQL (se&ection 8.1.8 To acquire the same level of detail frod8ESSION_WAIT as you can get from an
Oracle9 extended SQL trace file, you would have to poh aate of 1,000,000 queries per second.

8.1.3 Measurement Intrusion Effect of Polling

Using SQL to poll Oracle fixed views imposes anreseelming measurement intrusion effect upon theesyslt is
simply impossible to use SQL to acquire fine granity operational statistics in real tirtexample 8-lillustrates the
problem. Typical behavior on our 800-MHz Linux saris fewer than 50 polls per second on a 50v&SESSION
fixed view:

$ perl polling.pl --username=system --password=manage r
sessions 50

http://safari.oreilly.com/?x=1&mode=print&sortKey=title&sortOrderc@&siew=&xmlid... 4/26/200-



O'Reilly Network Safari Bookshe- Optimizing Oracle Performan Page2 of 7

polls 1000
elapsed 21.176
user-mode CPU 14.910
kernel-mode CPU 0.110
polls/sec 47.223

The verdict: you can't use SQL to poll even onelsusaview a hundred times per second.

Example 8-1. A Perl program that demonstrates a fudamental limitation of polling with SQL. Note that the
program carefully parses only once and also usesray fetching instead of fetching one row at a time

#!/usr/bin/perl

# $Header: /home/cvs/cvm-book1/polling/polling.pl, v1.6 2003/04/23 03:49:37
# Cary Millsap (cary.millsap@hotsos.com)

use strict;

use warnings;

use DBI;

use DBD::Oracle;

use Getopt::Long;

use Time::HiRes qw(gettimeofday);

my @dbh;  # list of database connection handles
my $dbh;  # "foreground" session database connection handle
my $sth;  # Oracle statement handle

my $hostname = "";
my $username ="/";
my $password ="";
my %attr = (
RaiseError => 1,
AutoCommit => 0,

);

my %opt = (
sessions =>50, # number of Oracle sessions
polls =>1 000, # number of polls on the v$ object

hosthname =>"",
username =>"/",
password =>"",
debug =>0,

);

# Get command line options and arguments.

GetOptions(
"sessions=i" =>\$opt{sessions},
"polls=i" =>\$opt{polls},
"debug" =>\$opt{debug},

"hostname=s" =>\$opt{hostname},
"username=s" =>\$opt{username},
"password=s" =>\$opt{password},

)

# Fill v$session with "background" connections.
for (1 .. $opt{sessions}) {

push @dbh, DBI->connect("dbi:Oracle:$opt{hostname}", $opt{username}, $opt{password}, \
Yattr);

print "." if $opt{debug};

print "$opt{sessions} sessions connected\n" if $opt{debug};

# Execute the query to trace.
$dbh = DBI->connect("dbi:Oracle:$opt{hostname}", $opt{username}, $opt{password}, \%attr);
$sth = $dbh->prepare(q(select * from v$session));
my $t0 = gettimeofday;
my ($u0, $s0) = times;
for (1 .. $opt{polis}) {
$sth->execute( );
$sth->fetchall_arrayref;

}
my ($ul, $s1) = times;

my $t1 = gettimeofday;
$dbh->disconnect;
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print "$opt{polls} polls completed\n" if $opt{debug};

# Print test results.

my $ela = $t1 - $t0;

my $usr = $ul - $u0;

my $sys = $s1 - $s0;

printf "%15s %8d\n", "sessions", $opt{sessions};
printf "%15s %8d\n", "polls”, $opt{polls};

printf "%15s %8.3f\n", "elapsed”, $ela;

printf "%15s %8.3f\n", "user-mode CPU", $usr;
printf "%15s %8.3f\n", "kernel-mode CPU", $sys;
printf "%15s %8.3f\n", "polls/sec”, $opt{polls}/$ela;

# Disconnect "background" connections from Oracle.
for my $c (@dbh) {
$c->disconnect;
print "." if $opt{debug};
print "$opt{sessions} sessions disconnected\n" if $opt{debug};
__END_ _
=headl NAME

polling - test the polling rate of SQL upon V$SESSION

=headl SYNOPSIS

polling
[--sessions=I<s>]
[--polls=I<p>]
[--hostname=I<h>]
[--username=I<u>]
[--password=I<p>]
[--debug=l<d>]

=headl DESCRIPTION

B<polling> makes I<s> Oracle connections and then issues I<p> queries of
B<V$SESSION>. It prints performance statistics about the polls, including
the elapsed duration, the user- and kernel-mode CPU consumption, and the
number of polls per second exeucted. The program is useful for
demonstrating the polling capacity of an Oracle system.

=head2 Options

=over 4

=item B<--sessions=>I<s>

The number of Oracle connections that are created before the polling
begins. The default value is 50.

=item B<--polls=>I<p>
The number of queries that sill be executed. The default value is 1,000.
=item B<--hostname=>|<u>

The name of Oracle host. The default value is ™" (the empty string).
=item B<--username=>|<u>

The name of the Oracle schema to which B<polling> will connect. The
default value is "/".

=item B<--password=>|<p>

The Oracle password that B<polling> will use to connect. The default value
is " (the empty string).

=item B<--debug=>l<d>
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When set to 1, B<polling> dumps its internal data structures in addition
to its normal output. The default value is 0.

=back

=headl EXAMPLES
Use of B<polling> will resemble the following example:

$ perl polling.pl --username=system --password=manager
sessions 50
polls 1000
elapsed 15.734
user-mode CPU  7.111
kernel-mode CPU 0.741
polls/sec 63.557

=headl AUTHOR

Cary Millsap (cary.millsap@hotsos.com)

=headl COPYRIGHT

Copyright (c) 2003 by Hotsos Enterprises, Ltd. All rights reserved.

8.1.4 Difficulty of Proper Action-Scoping

MostVvs data sources have no session label attributee@avhy this is a problem, imagine that the resoproéle
reveals that waits fastch free dominate its response timesLATCH shows that two different latches were accessed
heavily during the user action’s time scope. Wiatth is responsible for the user action's resptinss? It could be
one, the other, or even both. How will you detemnivhether the session you are monitoring is resplenfor
motivating the activity, or if it's just some oths®ssion that happened to be running at the same®@ fiearning the
answers with only properly time-scopesldata at your disposal consumes significantly naoraysis time than
learning the answers from extended SQL trace data.

A similar argument cuts the other way as well. Tracle kernel emits latch free wait event only when a latch
acquisition attempt spins and fails, resulting syatem call in which the Oracle kernel processinrily yields the
CPU to some other process. Nothing appears irrdlce file when a latch acquisition attempt resinltan acquisitior
even if the Oracle kernel process had to execute/rspin iterations to acquire it [Millsap (2001c)].

The combination of extended SQL trace data and geddols like Tom Kyte's test harness (described latéhis
chapter) provide much more capability than eitheaee file orvs output by itself.

8.1.5 Difficulty of Proper Time-Scoping

One of the nagging problems that motivated me smdbn the bigvww.hotsos.confixed view diagnosis project w
the incessant difficulty in acquiring properly tirseoped data. If an observation interval boundaours in the
middle of an event, it is important to know how uwf the event's duration should be included withminterval
and how much should be discarded. For exampl@ufguerys$SESSION_WAIT at timet and find &b file scattered
read event in progress, then how can you determinelbag the event has been executing? It appears sitpedo
know to within 0.01 seconds unless you can padl itte of 100 or more times per second.

Another annoyance is the problem of what to doséssion disconnects before you can collect alfixieel view data
you needed at the end of the desired observatierval. If you don't query the variovs views that contain session
information before the disconnect takes place, therdata you need are lost forever. Again, firesigion polling
would help solve this problem, but fine-resolutiequires that you access Oracle shared memoryrasrteough
means other than SQL.

8.1.6 Susceptibility to Overflow and Other Errors
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Another nagging problem is fixed views' suscefitiptio overflow errors. The problem is that @it counter

variable can store only'2L distinct values. When anbit unsigned integer in the Oracle kernel takeshenvalue 2-

1, then the next time it is incremented, its vdleeomes zero. Overflow errors cause a supposedradator”

statistic to have a smaller value than it had atesime in the past. If an Oracle kernel develder chosen to rege

a counter variable assiggnedinteger, then you may notice values that turn tiegafter getting very large. To repair
overflow data is not complicated, but it's one mihiag that analyses of data sometimes require and that analyses
of extended SQL trace data don't.

Other aggravations with erroneous statistics inelisdues with the Oracle statistic calta) used by this session,
including Oracle bug numbers 2327249, 2707060, 6286and others. When you can't trust your system's
measurements of what should be the dominant corrspimesponse time on an optimized system, it puigy dent
in your progress.

8.1.7 Lack of Database Call Duration Data

Search Oracle'gs view definitions and | believe you won't find auévalent of the: statistic anywhere. Without
knowing a database call's elapsed duration, ihfssible even to detect thgistenceof unaccounted-for time that
should be attributed to the call. Of course, if yam't prove that unaccounted-for time even exik&s) you certainly
can't measure its duration. As | describ€hapter §Chapter QandChapter 12quantifying a user action's
unaccounted-for time is the key to being able tsitpeely identify, for example, paging or swappipgblems from
viewing only operating systeimdependenOracle data.

The absence of database call duration data frorol©sas data creates an irony that | hope you'll enjoyhwiite.

Some analysts regard the "problem of missing timeface files as proof that data provide superior value to the
performance analyst. But, remember, Oraglelata come from the same system calls that exteB@edtrace data
come from (the ones | explained@inapter J. Thus, Oraclers data suffer from the same "missing time" problems
from which extended SQL trace files allegedly "suff Proving thats data are superior to extended SQL trace data
because of the "missing time" issue is analogoysduing that it's safer to be in a room with a gnynbear if you'll

just close your eye

8.1.8 Lack of Read Consistency

As if the problems you've read about so far weemiugh, the problem of read consistency was sonugttfi a
technical sword in the heart of our ambition tocateethe "mother of alt$ analyzers.” The root of the read
consistency problem is that Oracle makes performaata available via peeks into shared memorythnotigh
standard tables. Thus, Oracle fixed views don'thieestandard Oracle read consistency model ttest wsdo blocks
to construct a read-consistent image of a bloeksgiecified point in the past.

] Oracle Corporation can't impose the overhead af ceasistency upon its fixed views.
o To do so would intensify the overhead of accestioge views so much that it would
Wy a5 render thevs views practically useless.

You have two choices for obtaining Oragkedata: either you can peek into shared memory gifurs you can use
SQL to peek via Oracle's publisheglfixed views. The peek-into-shared-memory youragfiroach has the much
touted benefit of avoiding a tremendous amountBeSQL processing workload on your Oracle sefwdrich is
presumably already burdened with a performancel@nob However, neither approach provides a readistent
image of your performance data. When we query @ew, the output does not represent the systearpaint in
time. Rather, the output slurs over the duratiothefquery.

Reading a large chunk of memory is not an atoméragon. To construct a read-consistent imagernémory
segment, you must either lock the segment for thrattbn of the query, or you must use a more carap#d read
consistency mechanism like the one the Oracle kes®es for real tables. Otherwise, the output efghery may
represent a system state that has never actuaiedx-igure 8-lillustrates the problem. A scan of a memory
segment begins at timgand concludes at tintg. A dark box indicates a memory location whose eotst are being

changed at a given time. A lightly shaded box iaths the memory location whose contents are beipigd to the
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output stream at a given time. Because readingge hunk of memory is not an atomic operation,diigut stream
can contain a state that has never actually existetemory at any time in the past.

Figure 8-1. The problem caused by lack of read coistency: an output stream can contain a state thdias
never actually existed in memory at any time in th@ast
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The magnitude of the read consistency problem &see with the execution duration of a snapshotgimesthat
fetching data for 2,000 Oracle sessions from a l&rgpery uporv$sSessION motivates the sequence of events
depicted inTable 8-1 The query's result set is not a snapshot, batlaction of rows that all represent slightly

different system states smeared across the 0.40deof the query's total elapsed time.

Table 8-1. The sequence of events motivated by aeqy of V$SESSION

Time

Event

0:00:00.0( select sid from v$session; there are 2,000 sessions connected

0:00:00.0 First row of output is returned

0:00:00.1 Session number 1297 disconnects

The location in shared memory that contained inédrom for session number 1297 no longer contgins
0:00:00.2q information about session 1297; hence, no datatadession number 1297 (which was active at
10:00:00.00) is returned

0:00:00.4Q Final row of output is returned

Of course, the result of a query without a reads@iancy guarantee is prone to be incorrect. Thblem

compounds when you attempt to include multiple datarces in your snapshots. Imagine that you haeildd that

each operational data snapshot you need contaiagrden each of the following Oracle fixed views:

V$BH
V$DB_OBJECT_CACHE
VS$FILESTAT
VSLATCH
VS$LIBRARYCACHE
V$LOCK
V$OPEN_CURSOR
V$PARAMETER
V$PROCESS
V$ROLLSTAT
V$ROWCACHE
V$SESSION
V$SESSION_EVENT
V$SESSION_WAIT
V$SESSTAT

V$SQL

V$SQLTEXT
V$TIMER

V$TRANSACTION
VSWAITSTAT
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You would love to believe that all of the data eotkd during a single snapshot actually repressimgge instant in
time. However, it's not true. For fixed views wihly a small number of relatively nonvolatile rowisis is not a big
problem. But for fixed views with thousands of roweu can create strange results with singaeleeCT statements.
The problem is even worse if you have such a I@tigf fixed views across which you wish to conetra snapshot.
If these were real Oracle tables, you would propabk the following technique to force several ipgeto behave as
though they were participants in a single atomiengv

set transaction readonly;
select * from v$bh;
select * from v$db_object_cache;

select * from v$waitstat;
commit;

However, this strategy won't work fas fixed views because they're not real tables. Rigss of how you collect
the data for your snapshot, the data will be stuoeer the duration of the snapshot collection gset. The time-
state of the first row of thessH query will differ from the time-state of the lastw of thev$wAITSTAT query by the
accumulated duration of these statements' exeautidre duration in this example will likely be mdhan a whole
second. No program can scan gigabytes or even édedf megabytes of memory in a single atomic djpera

It is very difficult to do time-based correlatiomang data sources, even for data collected witlsimgle snapshot.
The problem, of course, takes on even more comgléxou introduce operating system statisticoitite collected
data set.

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-8-SECT-1
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Book: Optimizing Oracle Performance
Section: Chapter 8. Oracle Fixed View Data

8.2 Fixed View Reference

In spite of their deficiencies, Oracle's fixed vieprovide value to the performance analyst in nsitwations. For
this section, | describe a few Oracle fixed viehattare important for you to understand in youe @i performance
analyst. All object descriptions shown were takemf an Oracle release 9.0.1.0.0 system.

8.2.1 V$SQL

Probably the most important fixed view for the peniance analyst i$sQL. This view shows several important
attributes of the SQL statements whose heademiv#tion currently reside in the shared pool. Themwls in this

view are as follows:

SQL> desc v$sql

Name Null?  Type

SQL_TEXT VARCHAR2(1000)
SHARABLE_MEM NUMBER
PERSISTENT_MEM NUMBER
RUNTIME_MEM NUMBER
SORTS NUMBER
LOADED_VERSIONS NUMBER
OPEN_VERSIONS NUMBER
USERS_OPENING NUMBER
EXECUTIONS NUMBER
USERS_EXECUTING NUMBER
LOADS NUMBER
FIRST_LOAD_TIME VARCHAR2(19)
INVALIDATIONS NUMBER
PARSE_CALLS NUMBER
DISK_READS NUMBER
BUFFER_GETS NUMBER
ROWS_PROCESSED NUMBER
COMMAND_TYPE NUMBER
OPTIMIZER_MODE VARCHAR2(10)
OPTIMIZER_COST NUMBER
PARSING_USER_ID NUMBER
PARSING_SCHEMA_ID NUMBER
KEPT_VERSIONS NUMBER
ADDRESS RAW(4)
TYPE_CHK_HEAP RAW(4)
HASH_VALUE NUMBER
PLAN_HASH_VALUE NUMBER
CHILD_NUMBER NUMBER
MODULE VARCHAR2(64)
MODULE_HASH NUMBER
ACTION VARCHAR2(64)
ACTION_HASH NUMBER
SERIALIZABLE_ABORTS NUMBER
OUTLINE_CATEGORY VARCHAR2(64)
CPU_TIME NUMBER
ELAPSED_TIME NUMBER
OUTLINE_SID NUMBER
CHILD_ADDRESS RAW(4)
SQLTYPE NUMBER

REMOTE VARCHAR2(1)
OBJECT_STATUS VARCHAR2(19)
LITERAL_HASH_VALUE NUMBER
LAST_LOAD_TIME VARCHAR2(19)
IS_OBSOLETE VARCHAR2(1)

With v$sQL, you can rank SQL statements in your system bytheunt of work they do, or by whatever measure of
efficiency you like (se&ection 8.3.3ater in this chapter). By queryingSQLTEXT_WITH_NEWLINES, you can see tF
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entire text of a SQL statement, not just the flx®00 bytes that are storedvissQL.SQL_TEXT:

select sql_text from v$sqltext_with_newlines
where hash_value=:hv and address=:addr
order by piece

You can even sense the presence of how distinctt8Q might have been able to make more effectbeeof bind
variables:

select count(*), min(hash_value), substr(sql_text,1,:len) from v$sql
group by substr(sgl_text,1,:len)

having count(*)>=:threshold

order by 1 desc, 3 asc

In this query;len specifies a SQL text prefix length that definesthler two distinct statements are "similar" or not.
For example, iflen=8, then the stringselect salary,... andselect s .program,... are similar, because their first eight
characters are the same. Values like 32, 64, a8did2ally produce interesting results. The valugh@khold
determines your threshold of tolerance for simskatements in your library cache. You'll normallginwto
set:threshold to at least three, because having only two sindfaL statements in your library cache is not really
problem. If your system is running amok in unsha€L, then you'll want to satreshold to a larger value so that
you can focus on fixing a few unshared statemeragiane

8.2.2 V$SESS_IO

V$SESS_IO is a simple fixed view that allows you to measihelogical and so-called physical 1/0 that hasbee
generated for a session:

SQL> desc v$sess_io

Name Null?  Type

SID NUMBER
BLOCK_GETS NUMBER
CONSISTENT_GETS NUMBER
PHYSICAL_READS NUMBER
BLOCK_CHANGES NUMBER
CONSISTENT_CHANGES NUMBER

The statistics iv$SESS_IO map nicely to extended SQL trace statistics:

BLOCK_GETS

The equivalent of theu statistic in raw trace data.

CONSI STENT_CGETS

The equivalent of ther statistic in raw trace data.

PHYSI CAL_READS
The equivalent of thg statistic in raw trace data.

The number of logical I/Os (LIOs) is the sum of tldues oBLOCK_GETS andCONSISTENT_GETS. When an Oracle
session consumes massive amounts of CPU capatiityonly intermittent executions of instrumented €eavait
events, the session's trace will appear to "$it'3tVith repeated executions of the following queyou can observe
whether a session that is running but emittingracet data is executing LIO calls:
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select block_gets, consistent_gets from v$sess_io where sid=:sid

8.2.3 V8SYSSTAT
V$SYSSTAT is one of the first fixed views | remember usitltg.structure is simple:

SQL> desc v$sysstat

Name Null?  Type
STATISTIC# NUMBER
NAME VARCHAR2(64)
CLASS NUMBER
VALUE NUMBER

Each row inv$SYSSTAT contains an instance-wide statistic. Most stastire tallies of operations that have occurred
since the most recent instance star$gyYSSTAT rows are subject to overflow errors.

The denormalized structure @sYSSTAT makes it easy to find out what the system has dome the most recent
instance startup, without having to do a join. Téilowing query executed in Oracle@isplays roughly 250 statistics
that describe what the entire instance has doneisvédespan:

select name, value from v$sysstat order by 1

The following query lists the values of severatistecs related to parsing:
select name, value from v$sysstat where name like 'parse%’

8.2.4 V$SESSTAT

As | described irChapter 3the system-wide scope is probably the incorretiba scope for your diagnostic data
collection.v$SESSTAT contains the same statisticsvaSYSSTAT, except at the session level:

SQL> desc v$sesstat

Name Null?  Type

SID NUMBER
STATISTIC# NUMBER
VALUE NUMBER

Each row inv$SESSTAT contains a tally of how many times a statistic b@sn incremented since the creation of a
specified session.

V$SESSTAT is not denormalized likessySSTAT, so finding a statistic by name requires a joithwsSTATNAME. The
following query lists all the statistics that haaggregated for a session since its birth:

select name, value

from v$statname n, v$sesstat s

where sid=:sid and n.statistic#=s.statistic#
and s.value>0

order by 2

The following query lists the approximate numbeceitiseconds' worth of CPU capacity consumed diyen
session:

select name, value

from v$statname n, v$sesstat s

where sid=:sid and n.statistic#=s.statistic#
and n.name='CPU used by this session’

8.2.5 V$SYSTEM_EVENT
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Thevs$sYSTEM_EVENT fixed view records aggregated statistics aboutungented code paths that the Oracle kernel
has executed since its most recent instance startup

SQL> desc v$system_event

Name Null?  Type

EVENT VARCHAR2(64)
TOTAL_WAITS NUMBER
TOTAL_TIMEOUTS NUMBER
TIME_WAITED NUMBER
AVERAGE_WAIT NUMBER
TIME_WAITED_MICRO NUMBER

Each row inv$SYSTEM_EVENT contains information about the calls of a givear@vor the lifespan of the instance.

s You might notice that there is moxx_wAIT column inv$SYSTEM_EVENT. You can add

:,_ this useful column to the definition e$sYSTEM_EVENT, if you like, by following the

Wy a5 instructions presented in [Lewis (2001b) 577-581].

On Oracle7 and OracleBernels, you can obtain resource consumptiorssitatiabout everything but CPU
consumption with following query:

select event, total_waits, time_waited/100 t
from v$system_event
order by 3 desc

With Oracle9 kernels, you can obtain the same statistics displavith microsecond precision by using the follog
query:

select event, total_waits, time_waited_micro/1000000 t
from v$system_event
order by t desc

8.2.6 V$SESSION_EVENT

Once again, the system-wide scope is often thetiecbscope for diagnostic data collectighSESSION_EVENT
provides the ability to collect properly sessionysed diagnostic data for Oracle kernel code paths:

SQL> desc v$session_event

Name Null?  Type

SID NUMBER

EVENT VARCHAR2(64)
TOTAL_WAITS NUMBER
TOTAL_TIMEOUTS NUMBER
TIME_WAITED NUMBER
AVERAGE_WAIT NUMBER
MAX_WAIT NUMBER
TIME_WAITED_MICRO NUMBER

Each row inv$SESSION_EVENT contains information about the executions of agigsegment of Oracle kernel code
(a "wait event") for a given session since itshhifthus, the information iM$SESSION_EVENT is an aggregation of t
data that appears in extended SQL trace output:

EVENT

The name of an Oracle wait event. Note that exenT value corresponds tonam value in thevAIT lines of
Oracle's extended SQL trace data.
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TOTAL_WAI TS

The number oAIT lines withnam="X', wherex is the value of the rowVvENT.

TI ME_WAI TED

The sum of thela values for alwAIT lines withnam="X', wherex is the value of the rowksvENT.

The Vvs$sSESSION_EVENT fixed view contains no record of a session's CBphcity consumption. You have to go to
V$SESSTAT for that.

The following query will display information abotite wait events that a given Oradle8ssion has executed over
lifespan:

select event, total_waits, time_waited/100 t
from v$session_event

where sid=:sid

order by t desc

The following query will display information abotite wait events that a given Oradle8ssion has executed over
lifespan:

select event, total_waits, time_waited_micro/1000000 t
from v$session_event

where sid=:sid

order by t desc

8.2.7 V$SESSION_WAIT

Ask people what the "wait interface" is, and mo#t probably mentionv$sessioN_wAIT. Unlike the
V$SYSTEM_EVENT and V$SESSION_EVENT fixed views,v$SESSION_WAIT does not contain an aggregation of histor
events. Instead, it provides a view into what a#jgel session is doindgght now

SQL> desc v$session_wait

Name Null?  Type

SID NUMBER

SEQ# NUMBER
EVENT VARCHAR2(64)
P1TEXT VARCHAR2(64)
P1 NUMBER

P1RAW RAW(4)
P2TEXT VARCHAR2(64)
P2 NUMBER

P2RAW RAW(4)
P3TEXT VARCHAR2(64)
P3 NUMBER

P3RAW RAW(4)
WAIT_TIME NUMBER
SECONDS_IN_WAIT NUMBER
STATE VARCHAR2(19)

Each row inv$SESSION_WAIT contains information about a session's presetd. stae statistics revealed by
V$SESSION_WAIT include:

SEQ#

Each time an event completes, the Oracle kernetinents this sequence number.
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WAI T_TI ME

At the beginning of an instrumented wait event,@racle kernel sets the valuewahIT_TIME to zero. The
value remains zero until the wait event is completeen the kernel sets its value to one of thosevehn
Table 8-2 Note that the unit of measure is the centisecewnedn in Oracle9 There is NGWAIT_TIME_MICRO
column at least through release 9.2.0.2.1, althdlbglvalue ofvaiT_TIME is derived from a microsecond
value in its underlyings view.

SECONDS_| N VAI T

At the beginning of an instrumented wait event,@racle kernel sets the valueSECONDS_IN_WAIT to zero.
The session itself never updates the value agdintlw@ next instrumented wait event, whereuponsagsion
resets the value back to zero again. The valeEOONDS_IN_WAIT is incremented by 3 approximately every
three seconds by the log writer (LGWR) processeNloat the unit of measure is seconds, not ceotigiscor
microseconds.

Events that "time out" complicate matters somewhat.example, aanqueue wait event times out roughly
every two seconds, even for enqueue waits thattasiderably longer. Upon each timeout, the Orketeel
incrementsseQ#, but it does not reset the valueSEICONDS_IN_WAIT.

STATE

At the beginning of an instrumented wait event,\takie ofSTATE becomesvAITING. The value remains
WAITING until the wait event is complete, when the kegas its value to one of the values describelhinle
8-2

Table 8-2. Meanings of the values of the STATE and/AIT_TIME columns in V$SESSION_WAIT

STATE WAIT_TIME Implication
WAITED 2 The value offiMED_STATISTICS wasFALSE for the session when the event
UNKNOWN TIME i completed, so the actual duration is unknown.
WAITED SHORT 1 The wait event has completed, but it began anddendtéin the same
TIME i gettimeofday clock tick.
WAITING 0 The wait event is in process, pending completion.
WAITED KNOWN > The wait event has completed, and it consuted] - t, centiseconds of

TIME t

elapsed execution tim€khapter 7.

The following query will display information abotite wait events that are presently executing owengOracle
system:

select sid, event, wait_time/100 t, seconds_in_wait w, state
from v$session_wait
order by 1

The following query will show a histogram of whieltivity your system's sessions are doing right:now

select event, count(*) from v$session_wait
where state="WAITING'

group by event

order by 2 desc
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Don't write V$SESSION_WAIT queries withwAIT_TIME=0 in yourwhere clause if what you
“'@ really mean iSTATE='WAITING'. Some analysts got into the habit of assumingttiea
predicatesvAIT_TIME=0 andSTATE="WAITING' are equivalent, because in Oracle7 and
Oracle8 kernels, they were. However, in Oradl&8rnels, the two predicates are not
equivalent.

Oracle9 kernels compute/AIT_TIME asround(x$ksusecst.ksusstim/10000), but theSTATE
value is adECODE of theun-roundedvalue ofksussTiM. ThereforewAIT_TIME can
appear to be zero when its base data value islyotod. Hence, Oraclékernels
produce situations in whiolAIT_TIME is zero, busTATE is something other than
WAITING.

Oracle's Inauspicious Early Attempt to Document VSSESSIONWAIT

The kernel instrumentation described in this boo# published back in 1992 has taken many years|to
catch on. Oracle Corporation's earliest documeantatbout the new capability didn't exactly hasten
feature's acceptance. For example Qhacle7 Server Tuninguide shows the following
V$SESSION_WAIT query output [Oracle (1996)]:

SQL> SELECT sid, event, wait_time
2 FROM v$session_wait
3 ORDER BY wait_time, event;

SID EVENT WAIT_TIME
205 latch free 4294967295
207 latch free 4294967295
209 latch free 4294967295
215 latch free 4294967295
293 latch free 4294967295
294 latch free 4294967295
117 log file sync 4294967295
129 log file sync 4294967295

22 virtual circuit status 4294967295

The guide then provides the following advice: "Tmaisually large wait times for the last severalngss
signify that the sessions are currently waitingtfat event [sic]. As you can see, there are ctlyren
several sessions waiting for a latch to be freefand log file sync.”

If the implication in the document were true, thiea events pictured in this example had been vepiti
for 1.36193 years. Oops.

=

The problem began with omitting tlsgATE column from the query's select list. As it happehe 32-bif
hexadecimal representation of the decimal intefés fiifif. Print this value as an unsigned 32-bit

integer, and you get2- 1, or 4294967295.

ThewAIT_TIME values shown here are actually -1. This valuessponds to theTATE valuewAITED
SHORT TIME (Table 8-3. Each of the "unusually large wait times" actyadipresents an event that hafl
already completed, and that had in fact completeglickly that it was measured as having a zero-
centisecond duration.

Lots of authors made similar mistakes during théyeeears in their attempts to explain how to use t
new "wait" and "event" data. To their credit, thegre the pioneers who stimulated many early adsy
of a new technology. But mistakes like the one diesd here, especially in the official Oracle
Corporation documentation, did retard the ratecobptance of Oracle's amazing new diagnostic
features.

—

er
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Book: Optimizing Oracle Performance
Section: Chapter 8. Oracle Fixed View Data

8.3 Useful Fixed View Queries

Almost every database administrator has a toadfkits queries that she uses to help with database peafare
analysis work. This section discusses some of mgriies and I'm sure some of yours as well. Be ameg though.
Chances are good that some of the reports you coufar information today are feeding you mislegdiata.
Practically everys query you can run is susceptible to one or mares®interpretation fallacies. This section
illustrates several.

8.3.1 Tom Kyte's Test Harness

One of my favorite fixed view-based tools ever @TKyte's test harness that allows an applicaterebbper to
compare the performance of two competing applicatievelopment approaches. You can see a completeiptéon
online athttp://asktom.oracle.com/~tkyte/runstats.htiitlis URL contains instructions about how to us=gimple
harness, including an example of using the hartteedemonstrate the horrifyingly bad scalabilityapiplications that
do not use bind variablebt{p://asktom.oracle.com/pls/ask/f?p=4950:8::::539P8 DISPLAYID:24449079119).3

Tom's test harness is especially valuable for apek of Oracle applications to usarly in their SQL development
cycles. Developers usually write code that uselislater execute on a busy system. However, theegys on which
developers write that code are usualbt busy—at least not in the same way that their usgsséms are. Tom's test
harness measures an application's use of the Oemstlarces that scale the worst (including, pernapst notably,
Oracle latches). The results are simple to intérpitee fewer serialized resources that an approeghires, the bett
you can expect it to scale when it becomes a paur production workload. The best thing aboutT®harness i
that it's so easy to use that developers actuallyuse it. Once developers start thinking in the teofithe resource
consumption data that the harness provides, thitg more scalable code.

8.3.2 Finding a Fixed View Definition

It can be difficult to find the information you ret@bout avs fixed view from publications about Oracle. Sometén
the information you want is simply not publishedhér times you find the information that you thiydu're looking
for, but it's just plain wrong. Publications ab@r&acle are particularly unreliable in areas of@racle kernel that
evolve quickly. Fortunately, the kernel is somewself-documenting in the domain of fixed views. Geeret lies
within knowing how to us&s$FIXED_VIEW_DEFINITION. The hardest part is knowing its name:

SQL> desc v$fixed_view_definition

Name Null?  Type
VIEW_NAME VARCHAR2(30)
VIEW_DEFINITION VARCHAR2(4000)

V$FIXED_VIEW_DEFINITION is the means through which | learned, for exantple detailed definitions of th&rATE
andwAIT_TIME columns ofv$SESSION_WAIT. You can reproduce the result in just a few singéps. Begin by
executing the following query to return the defimit of thev$SESSION_WAIT view:

SQL> select * from v$fixed_view_definition
2 where view_name='"V$SESSION_WAIT';

VIEW_NAME

VIEW_DEFINITION

V$SESSION_WAIT

select sid,seqg#,event,pltext,pl,plraw,p2text,p2,p2raw,p3text, p3,p3raw,wait
_time,seconds_in_wait,state from gv$session_wait where inst_id = USERENV('
nstance')
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Notice, by the way, that thvieEw_NAME value for this view is stored using uppercasetsttSo now you know that
V$SESSION_WAIT is simply a projection oEv$SESSION_WAIT. That doesn't tell you very much yet, however. mag!
step is to figure out the definition G/$SESSION_WAIT:

SQL> desc gv$session_wait

Name Null?  Type

INST_ID NUMBER

SID NUMBER

SEQ# NUMBER
EVENT VARCHAR2(64)
P1TEXT VARCHAR2(64)
P1 NUMBER

P1RAW RAW(4)
P2TEXT VARCHAR2(64)
P2 NUMBER

P2RAW RAW(4)
P3TEXT VARCHAR2(64)
P3 NUMBER

P3RAW RAW(4)
WAIT_TIME NUMBER
SECONDS_IN_WAIT NUMBER
STATE VARCHAR2(19)

SQL> select * from v$fixed_view_definition
2 where view_name='GV$SESSION_WAIT";

VIEW_NAME

VIEW_DEFINITION

GVS$SESSION_WAIT

select s.inst_id,s.indx,s.ksussseq,e.kslednam, e.ksledp1l,s.ksusspl,s.ksussp
1r,e.ksledp2, s.ksussp2,s.ksussp2r,e.ksledp3,s.ksussp3,s.ksussp3r, round(s.

ksusstim / 10000) , s.ksusewtm, decode(s.ksusstim, 0, 'WAITING', -2, 'WAITED
UNKNOWN TIME', -1, 'WAITED SHORT TIME', 'WAITED K NOWN TIME') from x$ksus
ecst s, x$ksled e where bitand(s.ksspaflg,1)!=0 and bitand(s.ksuseflg,1)!=0

and s.ksussseq!=0 and s.ksussopc=e.indx

Voila!l Here you can see the rounding operation usesbmputenvAalT_TIME. From what you see here, you can also
determine the unit of measure in which this thiatied X$KSUSECST.KSUSSTIM is expressed. We know that
WAIT_TIME is reported in centiseconds, and we know thaCtteele kernel divides this value by*i® produce a
centisecond value. Therefore, there afekBUSSTIM units in one second, where!tll = 1%. Hence, there are 40
KSUSSTIM units in a second. In other words, the Oracle édleromputes the wait time in microseconds, bufpthigic
API (V$SESSION_WAIT) provides it in centiseconds.

8.3.3 Finding Inefficient SQL

Jeff Holt'shtopsql.sgkcript, shown irExample 8-2is whatwww.hotsos.constaff use when we wish to get a fast
overview of which SQL statements presently in theaky cache have contributed the most to recemkhvad. The
query has no direct relationship to response tbuethere is a strong correlation between a quéi@scount and th
total execution time for most SQL statements. Téw nolumnscPU_TIME andELAPSED_TIME, available in Oracld9
reveal inv$sQL some of the data previously available only in S@ice data.

Example 8-2. This script reports on the apparent diciency of SQL statements whose information presely
resides in the shared pool

rem $Header: /usr/local/hostos/RCS/htopsql.sql,v 1.6 2001/11/19 22:31:35
rem Author: jeff.holt@hotsos.com
rem Copyright (c) 1999 by Hotsos Enterprises, Ltd.
All rights reserved.
rem Usage: This script shows inefficient SQL by computing the ratio

rem of logical_reads to rows_processed. The user will have
rem to press return to see the first page. The user should

rem be able to see the really bad stuff on the first page and

rem therefore should press ~C and then press [Return] when the
rem first page is completely displayed.
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rem SQL hash values are really statement identifiers. These
rem identifiers are used as input to a hashing function to

rem determine if a statement is in the shared pool.

rem This script shows only statement identifiers. Use hsqgltxt.sql
rem to display the text of interesting statements.

rem Notes: This will return data for select,insert,update, and delete

rem statements. We don't return rows for PL/SQL blocks because
rem their reads are counted in their underlying SQL statements.
rem There is value in knowing the PL/SQL routine that executes
rem an inefficient statement but it's only important once you

rem know what's wrong with the statment.

col stmtid  heading 'Stmt Id' format 9999999999

col dr heading 'P10 blks' format 999,999,999

col bg heading 'LIOs' format 999,999,999

col sr heading 'Sorts' format 999,999

col exe heading 'Runs' format 999,999,999

col rp heading 'Rows' format 9,999,999,999

col rpr heading 'LIOs|per Row' format 999,999,999

col rpe heading 'LIOs|per Run' format 999,999,999

set termout on
set pause on
set pagesize 30
set pause 'More:"’
set linesize 95

select hash_value stmtid
,sum(disk_reads) dr
,sum(buffer_gets) bg
,sum(rows_processed) rp
,sum(buffer_gets)/greatest(sum(rows_processed),1) rpr
,sum(executions) exe
,sum(buffer_gets)/greatest(sum(executions),1) rpe

from v$sql

where command_type in ( 2,3,6,7)

group by hash_value

order by 5 desc

/

set pause off

Page3 of 16

The query sorts its output by the number of LIAQscakecuted per row returned. This is a rough nreasiustatemer
efficiency. For example, the following output shibblring to mind the question, "Why should an aggilan require

more than 174 million memory accesses to compugavs?"
SQL> @htopsql
More:

LIOs LIOs
Stmtld PIO blks LIOs Rows  per Row Runs per Run

2503207570 39,736 871,467,231 5 174,293,446 138 6,314,980
1647785011 10,287,310 337,616,703 3 112,538,901 7,730,556 44
4085942203 45,748 257,887,860 8 32,235,983 138 1,868,753
3955802477 10,201 257,887,221 8 32,235,903 138 1,868,748
1647618855 53,136 5,625,843 0 5,625,843 128,868 44
3368205675 35,666 3,534,374 0 3,534,374 1 3,534,374
3722360728 54,348 722,866 1 722,866 1 722,866
497954690 54,332 722,779 0 722,779 1 722,779
90462217 361,189 4,050,206 8 506,276 137 29,564
299369270 1,268 382,211 0 382,211 42,378 9

The output shown here was used in 1999 to ideat#ingle SQL statement that was consuming almdgt &the
total daily CPU capacity of an online system. Hoarewas with any ratio, tHelOs per rowdefinition of statement

efficiency can motivate false conclusions. For eplanconsider a SQL statement like this one:

select cust, sum(bal)

from colossal_order_history_table
where cust_id=:id

group by cust
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This query may legitimately visit a very large nuenlof Oracle blocks (even using a primary key indexusT_ID),
but it will at most return only one row. Antopsql.sgreport would thus imply that this query is ineiiict, when in
fact this might be a false negative implication.

Many analysts use a query likeopsql.sgls the beginning step in each of their performam@eovement projects.
However, basing a performance improvement methaa @py report upoussqQL suffers from deficiencies induced
by time scope and program scope errors. Like nmbstrnation you learn froms fixed views, it is difficult to
exercise control over the time scope and prograpesof data obtained frowssqQL. For example, consider the
following situations:

e The SQL statement that most needs your attentioneghat has not been run since last month's rrendh
close. The statement is no longer in the libragheaso it will not be revealed in today%sqL report.

e The SQL statement that appears "most inefficientin element of an interface upload program that yo
company will never run again.

e The SQL statement that appears "most inefficietnie that runs from midnight to 3:00 a.m. Sinse it
window of permissible execution time extends uBill0 a.m., and since all the nightly batch worlsfes
long before that deadline, nobody cares that teffiglent SQL statement is slow.

e The SQL statement whose performance is most huthimdpusiness's ability to improve net profit, cletv,
and return on investment is not listed near theofogny of yourv$sqQL reports. Its ranking is mediocre
because none of its statistics is particularly ndaiale, but from the business's perspective, thiddgarly the
statement that is most hurting the system's ecanuvatile.

Without obtaining information from thieusinessthere is no way to know whether the performarfce QL
statement that rises to the top of the reporttisadly even critical to the business. | believet thisqQL is any
performance analyst's most valuatsefixed view in the database. However, the powarsfigvssql is far less the
the power of a performance improvement project fibldws Method R.

8.3.4 Finding Where a Session Is Stuck

From time to time, we all get that call. It's Naraythe phone, and her session is "stuck." Shie&idser colleagues
already if the system is down, and everyone elserat her seems to be working fine. Perhaps th@nddancy's
calling is because in last week's brown-bag luneng! you explained to your users why they should nbbo
their personal computer when this kind of thinggegs. If you know how to find Nancy's session Ghépter ,
then it is easy to determine what's going on wahdession. Imagine that we had found out that }Namsession ID i
42. Then you use the following query to determirng whe's stuck:

(11 A brown-bag lunclis an event at which employees eat lunch they've broughe el discuss a work-related topic.

SQL> col sid format 999990

SQL> col seg# format 999,990

SQL> col event format a26

SQL> select sid, seq#, event, state, seconds_in_wait sec  onds
2 from v$session_wait
3 where sid=42

SID SEQ# EVENT STATE SECONDS

42 29,786 db file sequential read WAITED SHORT TIME 174

Does this mean that Nancy's session is stuck wditinl/O? No; actually this query indicates thetary. The most
recent wait event that Nancy's Oracle kernel proesggcuted was in fact a file read operation, leitiperation
completed approximately 174 seconds ago (plus nusnioughly 3 seconds). Furthermore, the operatiompleted
in less than one unit of Oracle timer resolutidn @n OracleBsystem, this means that the elapsed time of #wk re
operation was less than 0.01 seconds.) So whainsy\s session waiting on?
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The answer is that her session (really, her Otemleel process) is either working its brains outstoning CPU
capacity, or her session is waiting its turn inrésedy to runqueue for its next opportunity to work its bramsg
consuming CPU capacity. You can watch what the@e$s doing by issuing successive querieSsseSss_I0:

SQL> col block_gets format 999,999,999,990
SQL> col consistent_gets format 999,999,999,990
SQL> select to_char(sysdate, 'hh:mi:ss’) "TIME",
2 block_gets, consistent_gets
3 from v$sess_io where sid=42;

TIME BLOCK_GETS CONSISTENT_GETS
05:20:27 2,224 22,647,561

SQL>/

TIME BLOCK_GETS CONSISTENT GETS
05:20:44 2,296 23,382,994

By incorporating a timestamp into your query, yam get a feel for the rate at which your Oracldéesyiscan process
LIO calls. The system shown here processed 734,BD%alls in about 17 seconds, which yields a rté3,265
LIOs per second. With this information, you canibnelg appreciate what Nancy is going through. Tlogerthan
22,000,000 LIOs executed by her program when ystifliegan looking at it had already consumed almiost
minutes of execution time. It's time now for youitad out what SQL Nancy's program is running sat §ou can get
it fixed. You can do that job by joiningsOPEN_CURSOR andvs$sqL. I'd rather have extended SQL trace data for
Nancy's program if | could get it, but if you don&ve that luxury, smart use of Oracle's fixed w@an help you fin
the problem.

8.3.5 Finding Where a System Is Stuck

Sometimes the phone rings, and before Nancy fisislescribing her problem, you notice another incgnaiall on
line two. Then within two minutes, you've heard gdamnts from four users, and you have seven newevoails
containing ones you haven't heard yet. What shpalddo? If your system permits the execution ofiary, here's
the one I'd suggest that you run:

SQL> break on report

SQL> compute sum of sessions on report

SQL> select event, count(*) sessions from v$session_wait
2 where state="WAITING'
3 group by event
4 order by 2 desc;

EVENT SESSIONS

SQL*Net message from client 211
log file switch (archiving needed) 187
db file sequential read 27

db file scattered read 9
rdbms ipc message 4
smon timer
pmon timer

sum 440

The report shown here depicts 440 connected sesghithe time of the query, over 200 of the Ordamel
processes are blocked on a read of the SQL*Netetadkile their end-user applications execute caath petween
database calls. Many of these 211 processes aralgyositting idle while their users use non-Oragbplications,

talk with colleagues, or attend to one or morewfspecies’ many physiological needs. More dishgyls that 187
sessions are blocked waiting foy file switch (archiving needed). This message indicates that the Oracle ARCH groce
is not able to keep pace with the generation ahentedo.

A few other users on the system are actually gettiark done (36 are engaged in reading databass,flbut as each
user attempts to execute a datalamemiT call, she'll get caught waiting fonay file switch (archiving needed) event.
The longer the problem goes uncorrected, the meseswill get stuck waiting for the event. On tggtem where
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this output was obtained, the database administnait neglected to anticipate that on this paricdhy, thesRCH
process's destination file system would fill.

8.3.6 Approximating a Session's Resource Profile

The progranvprof, shown inExample 8-3is something that | cobbled together to collecdle timing data for a
specified Oracle session for a specified time irgked designed/prof not for production use (I don't consider it
worthy for production use), but to illustrate soofehe complexities of trying to use SQL upon fixgdws to
perform well-scoped diagnostic data collectiorintifvprofto be useful in educational environments to hafgain
points including:

e The union of data from$SESSTAT andVv$SESSION_EVENT approximately accounts for the total response
of a user action.

e Attempts to obtain user action timing data from cea&s fixed views are plagued by difficult time scope
challenges.

e Diagnosing the performance problem of a targeted astion is a much bigger job than just creatiney t
action's resource profile.

Example 8-3. A Perl program that uses SQL to apprdrate a session's resource profile for a specifig¢ine
interval

#!/usr/bin/perl

# $Header: /home/cvs/cvm-book1/sqltrace/vproP.pl,v 1.8 2003/04/08 14:27:30
# Cary Millsap (cary.millsap@hotsos.com)
# Copyright (c) 2003 by Hotsos Enterprises, Ltd. All rights reserved.

use strict;

use warnings;

use Getopt::Long;

use DBI;

use Time::HiRes gw(gettimeofday);
use Date::Format qw(time2str);

sub nvI($;$) {
my $value = shift;
my $default = shift || O;
return $value ? $value : $default;

}

# fetch command-line options

my %opt = (
service  =>""
username  =>"[",
password =>""
debug =>0,

)i

GetOptions(
"service=s" =>\$opt{service},
"username=s" => \$opt{username},
"password=s" => \$opt{passwordy},
"debug"  =>\$opt{debug},

)

# fetch sid from command line
my $usage = "Usage: $0 [options] sid\n\t";
my $sid = shift or die $usage;

# connect to Oracle and prepare snapshot SQL
my %attr = (RaiseError => 1, AutoCommit => 0);
my $dbh = DBI->connect(
"dbi:Oracle:$opt{service}", $opt{username}, $opt{password}, \%attr

)i
my $sth = $dbh->prepare(<<'END OF SQL', {ora_check_sqgl => 0});
select
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'CPU service' ACTIVITY,
value TIME,
(
select
value
from
v$sesstat s,
v$statname n
where
sid="?
and n.statistic# = s.statistic#
and n.name = 'user calls'
) CALLS
from
v$sesstat s,
v$statname n
where
sid="?
and n.statistic# = s.statistic#
and n.name = 'CPU used by this session’
union
select
e.event ACTIVITY,
e.time_waited TIME,
e.total_waits CALLS
from
v$session_event e
where
sid="7?
END OF SQL

# wait for signal and collect t0 consumption snapshot
print "Press <Enter> to mark time t0: "; <>;

my ($sec0, $msec0) = gettimeofday;
$sth->execute($sid, $sid, $sid);

my $h0 = $sth->fetchall_hashref("ACTIVITY");

# wait for signal and collect t1 consumption snapshot
print "Press <Enter> to mark time t1: "; <>;

my ($secl, $msecl) = gettimeofday;
$sth->execute($sid, $sid, $sid);

my $h1 = $sth->fetchall_hashref("ACTIVITY");

# construct profile table

my %prof;

for my $k (keys %$h1) {
my $calls = $h1->{$k}->{CALLS} - nvI($h0->{$k}->{CALLS}) or next;
$prof{$k}->{CALLS} = $calls;

$prof{$k}->{TIME} = ($h1->{$k}->{TIME} - nvi($h0->{$k}->{TIMEY)) / 100;

# compute unaccounted-for duration
my $interval = ($secl - $sec0) + ($msecl - $msec0)/1E6;
my $accounted = 0; $accounted += $prof{$_}->{TIME} for keys %prof;
$prof{"unaccounted-for"} = {
ACTIVITY => "unaccounted-for",
TIME => $interval - $accounted,
CALLS =>1,
h

# print debugging output if requested

if ($opt{debug}) {
use Data::Dumper;
printf "t0 snapshot:\n%s\n", Dumper($h0);
printf "t1 snapshot:\n%s\n", Dumper($h1);
print "\n\n";

}

# print the resource profile

print "\nResource Profile for Session $sid\n\n";

printf "%24s = %s.%06d\n", "t0", time2str("%T", $sec0), $msecO;
printf "%24s = %s.%06d\n", "t1", time2str("%T", $secl), $msecl;
printf "%24s = %15.6fs\n", "interval duration", $interval;

printf "%24s = %15.6fs\n", "accounted-for duration", $accounted;
print "\n";

my ($c1, $c2, $c4, $c5) = (32, 10, 10, 11);
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my ($c23) = ($c2+1+7+1);
printf "%-${c1}s %%${c23}s %${c4}s %${c5}s\n",
"Response Time Component”, "Duration (seconds)", "Calls", "Dur/Call";
printf "%-${c1}s %${c23}s %${c4}s %${c5}s\n",
""x$el, "-"x$c23, "-"x$cd, "-"x$es;
for my $k (sort { $prof{$b}->{TIME} <=> $prof{$a}->{TIME} } keys %prof) {
printf "%-${cl}s ", $k;
printf "%%${c2}.2f ", $prof{$k}->{TIME};
printf "%7.1%% ", $prof{$k}->{TIME}/$interval*100;
printf "%${c4}d ", $prof{$k}->{CALLS};
printf "%${c5}.6f\n",
($prof{$k}->{CALLS} ? $prof{$k}->{TIME}/$prof{$k}->{CALLS} : 0);

}

printf "%-${c1}s %%${c23}s %${c4}s %${c5}s\n",
""x$cl, "-"x$c23, "-"x$c4, "-"x$C5;

printf "%-${cl}s %${c2}.2f %7.1f%%\n",
"Total", $interval, $interval/$interval*100;

# wrap up
$dbh->disconnect;

__END_ _

=headl NAME

vprof - create an approximate resource profile for a session

=headl SYNOPSIS

vprof
[--service=I<h>]
[--username=I<u>]
[--password=I<p>]
[--debug=I<d>]
I<session-id>

=headl DESCRIPTION

B<vprof> uses queries from B<V$SESSTAT> and B<V$SESSION_EVENT> to
construct an approximate resource profile for the Oracle session whose
B<V$SESSION.SID> value is given by I<session-id>. The time scope of the
observation interval is defined interactively by the user's response to

the prompts to mark the times I<t0> and I<t1>, where I<t0> is the
observation interval start time, and I<t1> is the observation interval end
time.

=head2 Options

=over 4

=item B<--service=>I<h>

The name of the Oracle service to which B<vprof> will connect. The default
value is " (the empty string), which will cause B<vprof> to connect

using, for example, the default Oracle TNS alias.

=item B<--username=>|<u>

The name of the Oracle schema to which B<vprof> will connect. The default
value is "/".

=item B<--password=>|<p>

The Oracle password that B<vprof> will use to connect. The default value

=item B<--debug=>I<d>

When set to 1, B<vprof> dumps its internal data structures in addition to
its normal output. The default value is 0.

=back
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=headl EXAMPLES

Use of B<vprof> will resemble something like the following case in which |
used B<vprof> to report on statistics generated by B<vprof>'s own Oracle
connection:

$ vprof --username=system --password=manager 8
Press <Enter> to mark time tO:
Press <Enter> to mark time t1:
Resource Profile for Session 8

t0 = 14:59:12.596000
t1 = 14:59:14.349000

interval duration = 1.753000s
accounted-for duration = 1.670000s
Response Time Component Duration (seconds) Calls Dur/Call

SQL*Net message from client 1.38 78.7% 1 1.380000

CPU service 0.29 16.5% 1 0.290000
unaccounted-for 0.08 4.7% 1 0.083000
SQL*Net message to client 0.00 0.0% 1 0.000000
Total 1.75 100.0%

=headl AUTHOR

Cary Millsap (cary.millsap@hotsos.com)

=headl BUGS

B<vprof> suffers from several severe limitations, including:
=over 2

=item -

If a wait event is pending at time I<t0>, then the profile will contain

excess time, which will manifest as negative "unaccounted-for" time. This
situation happens frequently for the event 'SQL*Net message from client'.
This is the wait event whose execution is pending while an application user
is idle.

=item -

If a wait event is pending at time I<t1>, then the profile will be absent
some missing time, which will manifest as positive "unaccounted-for" time.
This situation is likely to happen if you choose time I<t1> to occur

during a long-running program.

=item -

The limitations listed above can combine to offset each other, on occasion
resulting in small "unaccounted-for" duration. This produces a false
positive indication that everything is alright when actually there are two
problems.

=item -

If the specified sid does not exist at time I<t0>, then the program will
return a profile filled with unaccounted-for time.

=item -

If a session with the specified sid terminates between time I<t0> and
I<t1>, then the resulting resource profile will contain only
unaccounted-for time. ...Unless a new session with the specified B<sid>
(but of course a different B<serial#>) is created before I<t1>. In this
case, the output will look appropriate but be completely erroneous.

=back

http://safari.oreilly.com/?x=1&mode=print&sortKey=title&sortOrderc&siew=&xmlid....

Page9 of 16

4/26/200-



O'Reilly Network Safari Bookshe- Optimizing Oracle Performan PagelC of 16

=headl COPYRIGHT

Copyright (c) 2000-2003 by Hotsos Enterprises, Ltd. All rights reserved.
The output ofvproflooks like this for a session on my system wi$BESSION.SID=8:

$ perl vprof.pl --username=system --password=manager 8
Press <Enter> to mark time t0: [RETURN]
Press <Enter> to mark time t1: [RETURN]

Resource Profile for Session 8

t0 = 09:08:00.823000
t1 = 09:08:01.103000

interval duration = 0.280000s

accounted-for duration = 0.280000s

Response Time Component Duration (seconds) Calls Dur/Call
CPU service 0.27 96.4% 1 0.270000
SQL*Net message from client 0.01 3.6% 1 0.010000
unaccounted-for 0.00 0.0% 1 0.000000
SQL*Net message to client 0.00 0.0% 1 0.000000
Total 0.28 100.0%

The chief benefit ofprofis how it puts CPU service, unaccounted-for tiame] the actual Oracle wait events on an
equal footing to create a real resource profilee ®htput ofvprof gets really interesting when you experiment with
the timing of the two interactive inputs. For exdenpf you mark the time, several seconds before the session under

diagnosis does anything, theprof will produce a large negative unaccounted-for tlona as follows:

$ perl vprof.pl --username=system --password=manager 58
Press <Enter> to mark time t0: [RETURN]
Press <Enter> to mark time t1: [RETURN]

Resource Profile for Session 58

t0 = 23:48:18.072254
t1 = 23:49:09.992339

interval duration = 51.920085s

accounted-for duration = 86.990000s
Response Time Component Duration (seconds)  Calls Dur/Call
SQL*Net message from client 54.04 104.1% 2 27.020000
CPU service 31.98 61.6% 3 10.660000
db file sequential read 0.93 1.8% 29181 0.000032
async disk 10 0.03 0.1% 6954 0.000004
direct path read 0.01 0.0% 1228 0.000008
SQL*Net message to client 0.00 0.0% 2 0.000000
db file scattered read 0.00 0.0% 4 0.000000
direct path write 0.00 0.0% 2 0.000000
unaccounted-for -35.07 -67.5% 1 -35.069915
Total 51.92 100.0%

At the timet,, a longsQL*Net message from client event was irprocess, so none of its total duration had yet baéad
to V$SESSION_EVENT. By the arrival of time;, the entire longQL*Net message from client event had tallied to

V$SESSION_EVENT, but part of that event duration occurred prioth® beginning of the observation interval. The
vprof program computed the interval duration correcly; a t,, but the total Oracle event time accounted for

between times; andt, exceeded the quantity - t,, sovprofintroduced a negativ@accounted-for pseudo-event to
true up the profile.

This is a nice example obllection errorthat can taint your diagnostic data (§#epter or more on the topic of
collection error). If you were to improve the pration-worthiness ofprof, you could check$sSESSION_WAIT for an
in-process event executiontgand then correct for it based on what you fourtds Ts the kind of thing we did in tl
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year 2000 for our biv$ data analysis project. It was after figuring oowtto correct several problems like this that
we discovered all the other limitations describadier in this chapter and decided to cut our less®the project.
For example, what énqueue waits had shown up at the top of your resourcélpfoHow would you go about
determining which lock it was that your program endiagnosis hadiaitedon (past tense) when it was running?
Performing further diagnosis of such a problem waithproperly time- and action-scoped data is a aeterministic
process that can easily result in one of the ptajaetastrophes described@mapter 1

8.3.7 Viewing Waits System-Wide

One of the most popular reports on system perfoceamecuted since the mid-1990s is probably theesysvide
events report. Just about the simplest decentoreddithe report looks something like this:

SQL> col event format a46

SQL> col seconds format 999,999,990.00

SQL> col calls format 999,999,990

SQL> select event, time_waited/100 seconds, total_waits  calls
2 from v$system_event
3 order by 2 desc;

EVENT SECONDS CALLS

rdbms ipc message

pmon timer

smon timer

SQL*Net message from client
control file parallel write

13,841,814.91 3,671,093
3,652,242.44 1,305,093
3,526,140.14 12,182

20,754.41 12,627

2,153.49 1,218,538

db file sequential read 91.61 547,488
log file parallel write 55.66 23,726

db file scattered read 26.26 235,882
control file sequential read 8.12 365,643
control file heartbeat 3.99 1
latch activity 2.93 30

buffer busy waits 1.41 72
resmgr:waiting in end wait 0.93 44
latch free 0.80 39
resmgr:waiting in check 0.53 36
log file sync 0.28 19
process startup 0.22 6
rdbms ipc reply 0.14 9

db file parallel read 0.11 4
async disk 10 0.10 19,116

db file parallel write 0.09 24,420
SQL*Net more data to client 0.09 2,014
resmgr:waiting in check2 0.06 2
SQL*Net message to client 0.06 12,635
direct path read 0.05 5,014

log file sequential read 0.03 4
refresh controlfile command 0.00 1
log file single write 0.00 4
SQL*Net break/reset to client 0.00 23
direct path write 0.00 10

30 rows selected.

This type of report is supposed to help the peréoroe analyst instantly determine the nature of/stésn's”
performance problem. However, the report has maolglems living up to that job description. Repdike this can
help you solvesome typesf performance problems, but they fail to help golve many of the problems I've
illustrated throughout this book, such as:

e Problems with user actions whose performance cteistics do not resemble the system-wide average
performance characteristics. You cannot extrapalateil from an aggregate. Not realizing this czadlto
accidental performance degradation for importaet astions for the reasons describe&iapter 4

e Problems with user actions whose performance pnobkan be diagnosed quickly by obsengag*Net
message from client durations that should be counted as user actgporee time. Does tI8®L*Net message
from client duration shown in 8$SYSTEM_EVENT report indicate a network 1/O inefficiency, or then
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application is issuing an excessive number of detalzalls? You simply can't tell froméSYSTEM_EVENT
data. Big numbers might indicate problems like ¢héshd big numbers might indicate simply that usgrsn(
a lot of time connected but not doing anything picitve.

Relying onv$sYSTEM_EVENT reports thus returns me to the topic | addressé&hapter 3about whether it makes
sense to use different methods for different pnoisleUsing different methods to diagnose differenbfem types
presupposes that you can guess what the probleefase you begin your diagnosis. This is the metiheficiency
that causes many of the project catastrophes theddribe irChapter 1

The following sections illustrate some of the remsehyv$SYSTEM_EVENT reports fail to help you solve certain
performance problem types.

8.3.7.1 The "idle events" problem

From looking at the system-wide events report shprewviously, a naive analyst would surely identifyms ipc
message as far and away the top problem on the system.edevy this diagnosis would probably be incorred. A
most analysts experienced with the "Oracle waérfiate" knowrdbms ipc message is one of the so-callddle wait
events The event is in fact where OradBwn, LGWR, CKPT, andrRECO processes log all the time they spend not
doing anything. For similar reasompgon timer, smon timer, andSQL*Net message from client are regarded as idle events
as well.

The standard advice is that you should ignore @ralté events. However, there's a big problem thith advice:
considering some events to be "idle" eliminates yaility to diagnose certain whole problem clasSzsne of the
case studies shown @hapter 12llustrate this point. In targeted user actiorst timy colleagues and | have diagnc
since the year 2000, in a significant proportiorta$eSQL*Net message from client iS the dominant contributor to end-
user response time.

Why, then, isSQL*Net message from client considered an "idle event"? It is because in &ilpravith whole-instance
action scope ansince-startugime scope, most sessions in fact sit idle awgitiser input. The whole time you sp
connected but not making Oracle database callswbili're on a coffee break is tallied to the e@ntNet message
from client. SO in a system-wide wait event report, you reallystignore all the idle events. More "sophisticated"
applications that produce system-wide wait datamspuse a table of idle events to filter "idle et/egows
completely out of the report.

8.3.7.2 The denominator problem

If you study a simple'$sYSTEM_EVENT report for a while, you might start wondering hthe statistics relate to total
instance uptime. Just about the fanciest progragnelNer seen to help answer this question is shioErample 8-4
This SQL*Plus program is an attempt to producesi@ tesource profile that depicts each event's dotation as a
percentage of total instance uptime.

Example 8-4. A SQL program that displays a system‘wait events

/* $Header: /home/cvs/cvm-book1/sql/sysprof.sql,v 1.2 2003/04/24 05:19:20
Cary Millsap (cary.millsap@hotsos.com)
Copyright (c) 2002 by Hotsos Enterprises, Ltd. All rights reserved.

This program creates an approximate resource profile for a system. Note,
however, that the very concept of attributing time_waited as a proportion
of instance uptime makes no sense, because it doesn't take into account
the varying number of sessions that are active at different times in the
history of the instance.

*

set echo off feedback on termout on linesize 75 pagesize 66
clear col break compute
undef instance_uptime cpu_consumption event_duration delta

[* compute total instance uptime */

col td format 999,999,999,990 new_value instance_uptime
select (sysdate-startup_time)*(60*60*24) td from v$instance;
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/* compute total Oracle kernel CPU consumption */

col cd format 999,999,999,990 new_value cpu_consumption
select value/100 cd from v$sysstat

where name = 'CPU used by this session’;

[* compute total event duration */
col ed format 999,999,999,990 new_value event_duration
select sum(time_waited)/100 ed from v$system_event;

/* compute unaccounted-for duration */

col dd format 999,999,999,990 new_value delta

select &instance_uptime - (&cpu_consumption + &event_duration) dd
from dual;

/* compute the resource profile */

col e format a30 head 'Event'
col t format 99,999,990.00 head 'Duration’
col p format 990.9 head '%'

col w format 999,999,999,999,990 head 'Calls'
break on report
compute sum label TOTAL of w t p on report
select
'CPU service' e,
&cpu_consumption t,
(&cpu_consumption)/(&instance_uptime)*100 p,
(select value from v$sysstat where name = 'user calls’) w
from dual
union
select
‘'unaccounted for' e,
&delta t,
(&delta)/(&instance_uptime)*100 p,
NULL w
from dual
union
select
e.evente,
e.time_waited/100 t,
(e.time_waited/100)/(&instance_uptime)*100 p,
e.total_waits w
from vsystem_event e
order by t desc
/

Pagel3 of 16

Does printing event wait time as a percentagetaf tostance uptime sound like a nice theory tod/blere's a report

that does it:

Event Duration % Calls

rdbms ipc message 13,848,861.00 369.6 3,672,850
pmon timer 3,653,991.35 97.5 1,305,718
smon timer 3,527,940.29 94.2 12,188
CPU service 89,365.37 24 12,807
SQL*Net message from client 23,209.05 0.6 12,655
control file parallel write 2,154.32 0.1 1,219,121
db file sequential read 91.66 0.0 547,493
log file parallel write 55.68 0.0 23,739

db file scattered read 26.66 0.0 236,079
control file sequential read 8.12 0.0 365,817
control file heartbeat 3.99 0.0 1

latch activity 293 0.0 30

buffer busy waits 141 0.0 72
resmgr:waiting in end wait 0.93 0.0 44
latch free 0.80 0.0 39
resmgr:waiting in check 0.53 0.0 36

log file sync 0.28 0.0 19

process startup 0.22 0.0 6

rdbms ipc reply 0.14 0.0 9

db file parallel read 0.11 0.0 4

async disk 10 0.10 0.0 19,116
SQL*Net more data to client 0.09 0.0 2,018
db file parallel write 0.09 0.0 24,436
SQL*Net message to client 0.06 0.0 12,663
resmgr:waiting in check2 0.06 0.0 2
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direct path read 0.05 0.0 5,014

log file sequential read 0.03 0.0 4
SQL*Net break/reset to client 0.00 0.0 25
direct path write 0.00 0.0 10

log file single write 0.00 0.0 4

refresh controlfile command 0.00 0.0 1
unaccounted for -17,398,633.00 -464.3

TOTAL 3,747,082.32 100.0 7,472,020

Notice the percentage for trdbms ipc message event. Weird, right? How can a single event'sl @taation be 369.6¢
of total instance uptime? This one's actually edi'sybecause on the system behind this reporte téwes four
processes logging time tdbms ipc message, and each is logging nearly 100% of its time ® ¢lrent (my test system
behind this report is a mostly idle instance). Netat's up with the -17,398,633.00 seconds of emaated-for
time? It's a simple artifact of my program's attétog'true up" the accounting of all the time tigattributed to an
observation interval that is known to be 3,747,88%econds long (our instance has been runningbiout 43 days).

Perhaps a great idea would be to create a reirstiows consumption for each type of resourcepgs@ntage of
total capacity for that resource? It's a nice ides,even this introduces several surprises. Yaalready seen that tl
"capacity" for a systemisibms ipc message consumption is the uptime for the instance tinmesrtumber of processes
that might log time to the event. Consider somewo#vents:

CPU service

A system's CPU service capacity is the number ad<imes the uptime for the instance.

SQL*Net message from client

A system's capacity for logging "between db caitig is the sum of all the Oracle session duratthashave
occurred since instance startup. One might caletlas figure using operational data available fionnect-
level auditing.

db file scattered read

A system's disk read capacity is the number of diskes times the uptime for the instance, right $b fast.
The Oracle kernel includes more than just diskisertime in an Oracle wait event duration. Remenfilmen
Chapter that, in addition to resource service time, ttea¢so (most significantly) queueing for the reseur
and time spent in the operating system's readyrigtate. A systemds file scattered read capacity is thualso
the sum of all the Oracle session durations the¢ lo@curred since instance startup.

As far as | can tell, there's no denominator byclhjiou can divide to makevaésSYSTEM_EVENT report into a
legitimate resource profile.

8.3.7.3 Infinite capacity for waiting

A big part of the problem is a principal that | dasst illustrate with a brief thought experimentagine that a
hundred users stand in line to connect to an Orastance on a desktop personal computer with engslow CPU
and one very slow disk drive. When a user readieti¢ad of the queue, she opens a new SQL*Plusisess
connects to Oracle, minimizes the session, andlésaes the room. After all 100 users had perforthesitask,
imagine that you could see exactly how the requltid0 Oracle sessions had consumed their time daeaminute
interval.

You would find that there had been 100 minutesmétspent by the Oracle kernel waiting on 100 d#ife blocking
read calls of a SQL*Net socket. An instance-wide reseysrofile for that minute would reveal that thetsyn had
consumed 100 minutes of elapsed time "executingvant." How can this be? The system has only orig¢ &l on¢
disk. How could it have enough capacity for 100rsise have consumed 100 minutes of elapsed timeamswer is
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simple:
Any system has an infinite capacity for waiting.

Of course, this example proves only a weak litdenfy because the event I've asked you to congdeidely
acknowledged as an "idle event." Even a single-GiAtiem could wait for a million idle events at #zane time and
never use the CPU or disk at all.

The stunning thing is that the example works eguaéll if we modify it to integrate quite an obvisly non-idle
event into the starring role. Imagine that throggme trick of coordination, all 100 users were ablsimultaneousl|
request different database blocks from the singtg slow disk drive on this desktop PC. Let's satlie sake of
simplicity that this very slow disk was able toffiithe read requests at a rate of one block peosd.

At first, all 100 sessions would be waiting foriagde-blockdb file sequential read event. After one second, the first
session to have its read request fulfilled wouldawto waiting forsQL*Net message from client, and the other 99
would continue to wait fotib file sequential read. After two seconds, there would be two sessioriigaon socket
reads, and 98 sessions waiting on file reads. lyirefter 100 seconds, all 100 sessions would agaiwaiting on
SQL*Net socket reads.

After 100 seconds, there would be 1 + 2 + 3 + 108 seconds’ worth of waiting on file reads, fgrand total of
5,050 seconds of waiting. And there would be 98+®7 + ... + 0 seconds' worth of waiting on sockads, for a
grand total of 4,950 seconds of waiting. A systeidewesource profile for the 100-seconds intervaird)
fulfillment of the 100 file reads would look lik&is:

Event Duration % Calls

db file sequential read 5,050.00 5,050.0 100
SQL*Net message from client 4,950.00 4,950.0 99
unaccounted for -9,900.00 -9,900.0

TOTAL 100.00 100.0 200

Now, it appears that our sin-CPU system with one very slow disk has providéb8,seconds’ worth of disk
service to its users in a 100 second interval. idamthis be possible? It is because there wereldiflyseconds’
worth of diskserviceprovided to end users' sessions. The remainddedifvait time" (which is actually eesponse
timein queueing theory terms, as you'll se€hapter 11is actuallyqueueing delay-time spent waiting for the bu
disk device. Again, you see, any system has aniiefcapacity for waiting.

8.3.7.4 Idle events in background sessions

User sessions (sessions for whigl$ESSION.TYPE = 'USER') tend to tally time t®QL*Net message from client when
their human end-users are idle. On Oracle systeithsawot of user logons executed over the lifanfinstance, this
time commonly sorts to the top of any queryvssYSTEM_EVENT that sorts by descendirmgue_WAITED order.

However, the Oracle background processes (sesEiondich V$SESSION.TYPE = 'BACKGROUND') stay connected f
an instance's entire lifespan, and background psasedo very little when they're not required tong2quently,
background processes contribute heavily to the lobdigdle events." The following query shows why:

SQL> col program format a23

SQL> col event format al18

SQL> col seconds format 99,999,990

SQL> col state format al7

SQL> select s.program, w.event, w.seconds_in_wait second S, w.state
2 from v$session s, v$session_wait w
3 where s.sid = w.sid and s.type = 'BACKGROUND'
4 order by s.sid;

PROGRAM EVENT SECONDS STATE

oracle@research (PMON) pmon timer 1,529,843 WAITING
oracle@research (DBWO) rdbms ipc message 249 WAITING
oracle@research (LGWR) rdbms ipc message 246 WAITING
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oracle@research (CKPT) rdbms ipc message 0 WAITING
oracle@research (SMON) smon timer 1,790 WAITING
oracle@research (RECO) rdbms ipc message 208,071 WAITING

6 rows selected.

You can see in this report that thieoN session has been "waiting" on an event caliesh timer for roughly 17.7
days (we don't do much work on our research ingaihedbBwo, LGWR, CKPT, andRECO sessions are waiting on
an event calleelbms ipc message. And SMON has its own timer event calleghon timer. It is completely fair to call
these events "idle," because the sessions théiegto them are literally sitting idle, awaitingmand to arrive upc
some communication device.

However, ignoring idle events is a poor workarotmthe fundamental problem of botching either threetscope or
the action scope of the data collection processeddryou are concerned that the performance o€kgbaund
session requires improvement, you should neverweriegpmon timer, rdbms ipc message, Of smon timer events in an
analysis. If you actuallgre working on improving the performance of a backgwbsession, and your well-scoped
diagnostic data contain large contributions of ohthese events, then the right question for yoartewer is:

Why is this session sitting idle when | expecbibe doing its work more quickly than it is rigtrdvn?
If a so-called idle event is consuming end-usepaase time, then is something to worry about.
8.3.7.5 Targeting revisited

Why have | waited until this late in the book td y®u about the horrible complications causedhmsse "idle
events"? Actually, | haven't. | described Oracle igvents irChapter 5However, | called them "events that occur
between database calls,” and | never once desdtileedin a manner that makes them seem like agmobilrhe
between-call events aren't a problem at all if goeiusingproperly scopedliagnostic data. Without proper scoping,
you lose data. With proper scoping, a betv-call event has every bit as much diagnostic vakiany other event.

Proper scoping during the data collection phasepdgrformance improvement project mak#és
Oracle wait events relevant. With properly scopathdthere is no such thing as an "idle event" that
can be ignored.

Targetincis the key to economically efficient performanggrovemen
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8.4 The Oracle "Wait Interface"

In conferences held around the turn of this centtityas apparent that the popular fashion in @réining" had
taken a dramatic turn. In the year 2001, Oracldezence papers about the new "wait interface" egliat
outnumbered papers about the traditional utilizabased approaches. What is the "wait interface?"

Many performance analysts define the wait interfaeowly as the set of four new fixed views intwodd to the
public in Oracle 7.0.12:

V$SYSTEM_EVENT
V$SESSION_EVENT

V$SESSION_WAIT
V$EVENT_NAME

These fixed views indeed provide significantly imgant performance information, but they do rejilaceother
information in the database, nor do they constiéuéemplete new interface to performance measurembase

fixed views merely provide more information to therformance analyst, helping us improve our respdinse

model from the unreliable=c + A model that we had to use in the 1980s, to the tatepesponse time accounting
model that we can use today:

e=C+ Z ela+ A
b calll

The new fixed views do not contaamy information about CPU capacity consumption or aad@ kernel program's
motives for such consumption (LIO calls, sorts hess and so on). But of course that's okay, bedhiseformatior

already exists iIN$SESSTAT andvs$SYSSTAT. The new fixed views are designed to be used ionuvith the existing

ones.

Defining the wait interface narrowly as the collentof four newvs tables leads to unfairly restrictive propositions
like this one:

You can't find some kinds of performance problenith the Oracle wait interface: CPU consumers
like LIO hogs, sessions that wait for CPU, and isessthat wait for paging or swapping.

Of course you can no more find LIO hogs/#B8ESSION_EVENT than you can find the names of your online redp lo
files in V$PROCESS. But, as you have seen, yocanfind CPU consumers like LIO hogs by using Oradiesd views
or extended SQL trace data. You can even find @esshat wait for CPU, and sessions that wait &mipg and
swapping by understanding Oracle's extended SQk tlata.

When you use the term "wait interface,” just make ghat you and the person you're talking to loitw what you
mean. When | use the term, I'm typically thinkidmgpatall of the Oracle operational timing data that | déseim
Chapter 7However, if the person you're talking to has eowaer definition, then you might have to do ddittxtra
work to explain that what you mean is really a wnd "working" and "waiting" data that can be obtd, for
example, either from views likesSESSTAT andv$SESSION_EVENT, or from extended SQL trace data.
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8.5 Exercises

1. If the thought experiment iection 8.3.7.31ad specified that each of the 100 users had gmebusly
requested one second of CPU capacity, what woeldesource profile look like for the 100-seconeinél?

2. Usingvs$sqQL consumes less server capacity than ug#spLAREA. Use extended SQL trace data to explain
why.

3. Experiment withvprof. Try the following time scope experiments:

o Markt, and then wait several seconds before executinfirthelatabase call in the targeted session.
o Markt,immediately preceding the first database calhintargeted session.
o Markt, in the midst of a long-running SQL statement'scexien in the targeted session.

o Markt, immediately after the conclusion of the final detse call in the targeted session.

o

Mark t; several seconds after the conclusion of the tiagdbase call in the targeted session.

o

Mark t; in the midst of a long-running SQL statement'scetien in the targeted session.

4. Describe the challenges that prevent us from coctitig a utilization report that shows utilizatiby Oracle
kernel wait event. For example, imagine a systeth thie following three indications:

o There have been 1,000,000 seconds of waiting & IdD events since instance startup.
o The instance startup occurred 500,000 seconds ago.

o The system has six disks, so how much can we khoutger-disk utilization since instance startup?

What conclusions can you draw from these obsemsitio
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Chapter 9. Queueing Theory for the Oracle Practitioner

Professionals can argue forever about how bestpoove system performance unless there's a wanpt@ pvho's
right. One way to validate performance improveneamtjectures is by trial and error. The problem wiial-and-
error performance optimization is that, on averétgehugely expensive. It costs so much moneytene to try each
scenario that, frequently, the number of scendhiasa company can afford to test is very smalte@fa company
runs out of time or money before finding a satisfac solution.

Trial and error has hope of being efficient onlgdime kind of intelligence guides the process obsing which trial
to try next. Such choices are usually based uporesmmbination of experience, intuition, and ludkwever,
experience, intuition, and luck are what drive theadless debates:

Analyst We upgraded to faster CPUs at my former cliemd, @verything became 50% faster
overnight. We should upgrade CPUs here immediaslgl,just cut out the performance problem at its
knees.

Other analystWell, | think that's a waste of time and monefieTast seven projects that I've seen
upgrade to faster CPUs regretted the investmenguse the upgrade didn't produce any real impact.
One of my recent clients upgraded to faster CPhid parts of the application actually ghbwer.

So, who's right? It is certainly possible that eatthe phenomena described here did in fact hapipeway the telle
is telling it. But which one of these experiencdghmbest describgour near future? I'll answer in the form of am
blatantly comical hypothetical dialogue amidst twell-meaning but incompetent analysts who are grymfigure
out whether a particular glass is large enougtotd & quantity of water that is stored in a pitcher

Analyst We poured water from a pitcher into a glass afangper client, and | can assure you that the
glass quite comfortably held the entire conterthefpitcher. | say we should dump the water into th
glass.

Other analystWell, | think it's a disaster waiting to happdihe last seven times I've watched people
try to empty pitchers into glasses, the glassegmiebig enough to hold all the water. One of my
recent clients poured water from a pitcher intdeegsg and the results were horrific. Water went
everywhere.

The solution to this argument is clear: stop guesdileasure how much water is in the pitcher. Meathe capacity
of the glass. If the quantity in the pitcher excetite capacity of the glass, then don't pour. @tisey, pour away.

As long as you can measure the quantity of watérerpitcher and the capacity of the glass, youtd@mve to try the
experiment to be reasonably certain of how it wduld out. It's an extremely simple example of dhamatical
model The benefit of the model is an ability to prediw future without having to actually try it firsdf course, we
could complicate the model by integrating factarshsas the likelihood of spills depending uponshape of the
pitcher's mouth, the steadiness of the pourersar@h. The smartest solution is to choose the sishphodel that
produces results that meet our accuracy requireanent

o Maybe the analogy would have been more accuratesifi used moon rocks instead of
water. Like application workload, moon rocks hawedular shapes that are difficult to
Wl e model, and they are incredibly expensive to obkairiesting.
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9.1 Performance Models

Computer performance models are more complicataul e water problem model, but not so complicatetb be
inaccessible. The difficult part of performance mloayy is that constructing the model requires soma¢hematical
sophistication. But the hardest work has alreadynlmone for you. Over the course of nearly a cgnsaientists
have developed a branch of mathematics cajlenlieing theoryo model the performance of systems like yourss
chapter describes how to use one particular qugukeory model that reliably answers questionstlilese:

e How much faster will the application functiéperform forn users if | addk CPUs to my system? What if |
replace my existing CPUs with units that prneercent faster?

e How much slower will application functidrbecome if | adeh users of into my system's current workload?

e How many CPUs will my system need if we require fhpercent of executions émust complete in
seconds or less?

e How much faster wilf perform forn users if we can eliminafepercent of the code path figr

e Which is better suited to my needs, a system mitieally fast CPUs? Or a system with+ n slower CPUs?

This book contains no derivations of queueing théormulas. A number of excellent resources arélaie to help
you if you would like to studwhy queueing theory works. My aim in this chaptenigxplainhowto use queueing
theory as a tool in real-world Oracle performamgriovement projects. To this end, this textbookuides a field-
tested queueing theory model implemented in Miditdsecel. This chapter describes the model and twouse it.

s If you are interested in the study of queueing thethere are several excellent references

:,_ available. My favorites include [Gross and Harfi898); Gunther (1998); Jain (1991);

Wl a5 Allen (1994); and Kleinrock (1975)].
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9.2 Queueing

Computer applications are all about requestersdiiaiand things and providers that supply them. [®rac
performance analysis is all about the relationshigtsveen the suppliers and demanders, especiaéy wbmpetition
for shared resources gets intense.

Queueings what happens when a requester demands serwiteafresource that happens to be busy serving@not
request. Most of us queue every day for busy ressult's simple: you wait until it's finally yoturn. Different
cultures engage different queue disciplines. Marljuces engage the egalitarian discipline of granpservice in the
same order as the arrivals occurred, which is @af@st-come, first-servediscipline. Other cultures engage a
priority discipline in which, for example, the siatof the request affects the order of serviceniptes of other
queue disciplines include: insiders-first, royditgt, sharpest-elbows-first, and meekest-last.

"Queueing" Versus "Queuing"

All queueing theorists who write about queueing mueside about whether to spell the word with two
occurrences of the letter "e" or just one. My wprdcessor's spell-check tool originally informed fas]
did many dictionaries) that "queueing” is suppadseble spelled without the extra "e", as queuing.
However, the accepted standard in the field of girgutheory (see
http://www2.uwindsor.ca/~hlynka/qgfag.htifdr details) is to spell the word as "queueingdpiily, this
spelling is a prescribed alternate in both@héord English Dictionaryand theOxford American
Dictionary.

After you've "waited your turn,” then you receive tservice you asked for, which of course takes mdre time.
Then you get out of the way, and the person thathehind you in the queue gets service for hisestyiPeople
queue for things like dinner tables, tellers, tickgents, elevators, freeways, and software supjptiihes. Computer
programs queue for resources like CPU, memory, ldknetwork 1/0O, locks, and latches.

9.2.1 Queueing Economics

Queueing of course gives you the distinct feellmag you're wasting your time. One way to reducer ypeuing time
is for your service provider to upgrade the quatityhumber of the resources that you're using. \eister resources
or more resources, or both, your time in the queoield decrease. But, of course, the people progiglour service
would typically pass the cost of those improvedueses on to you through higher prices for theivise. In the enc
it's your decision where to set the economic tradeoff betvwaster service and cheaper service.

We optimize to economic and response time conssravery day of our lives. For example, many opag
thousands of dollars to own an automobile. Althobiglycles are much cheaper to own and operateahtmmobiles
we buy cars in part because they are so much falstex providing significantly better response tinfier our travels.
(We Americans are of course famously prone to uairtgmobiles even in circumstances in which usibgycle
would be not only cheaper, but actually faster.)

Once we own a car, we find that further optimizasi@re necessary. For routine errands, a car dlest200 mph
(about 325 km/h) is no more time-efficient tharaa with a 60-mph top speed (about 100-km/h), bex#nadfic laws
and safety concerns constrain your velocity moaa your car's performance limitations do. Consetjyegven
people with fast cars plan their errands so they'twave to compete with rush-hour traffic. Somewf
optimization tactics reduce service time. Someusfaptimization tactics reduce queueing delay. Bést win-win
for you and your users occurs when you can coraverinimal investment into a reduction in servieadj queueing
delay, or both.
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9.2.2 Queueing Visualized

In Chapter 1l explained that aequence diagrans a convenient way to denote how a user actioiswnes time as
visits different layers in a technology sta€lgure 9-1shows a sequence diagram for a system with one @¥lbne
disk. A user making a request of the system mas/étie consumption of CPU and disk capacity, agdmg time as
shown in the drawing. In a sequence diagram, eaelrépresents the capacity of a resource thraogh Each
shaded block on a resource's timeline represamgueest's use of that resource. The length of glaatied block is
proportional to the amount of time consumed atr#seurce. Portions of a timeline that do not canéashaded bloc
represent idle time. Read a sequence diagram foprtotbottom. A left-to-right arrow represents dewh&or service,
and a right-to-left arrow represents supply. Respdime is the duration that elapses from theaitiith of a request
until fulfilment of the request.

Figure 9-1. A sequence diagram is a convenient way denote how an operation consumes time

[ser Cru Disk
"_"‘x_,.] .
i
Response
time
1 1
J
L] 9 ¥
fime

In Figure 9-1 an application user makes a request for senfieeGPU. In this drawing, the CPU is unoccupiethat
time it receives the request, so CPU service bdgingediately upon receipt. As the request consugidld time, the
system computes that a disk request must be &dfilh order to continue. The CPU issues a serngogathd of the
disk. The disk is unoccupied at the time it receitree request, and so the disk service begins inatedgdupon
receipt. Upon completion of the disk service regyube disk returns the desired result back taGR&J, which
continues as before. After the third CPU requéstdriginal user demand has been satisfied, an@Rté supplies
the result back to the user.

The response time from the user's perspectivesifitie that elapses from the user's request udfiilfhent of that
request. Note thatigure 9-1depicts several other response times as wellekample, the length of the first (i.e.,
topmost) shaded bar on tBésk timeline is the response time, from the CPU'sgetve, of the first disk 1/0 call.

The sequence diagram is an especially useful twaldderstanding the impact of competition for shlaresources ¢
a multitasking system. For exampliégure 9-2shows why response time can degrade if we addleamtionto the
system shown ifrigure 9-1 Requests for CPU service are fulfilled withoutageon the system in its unloaded state
(casea).

Figure 9-2. Executing only one application functioron an unloaded system leaves idle CPU capacity ¢esa).
The presence of other workload (case b) results fiewer wasted CPU cycles, but at the expense of dadged
response time for our original application function
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When we add load to the system (cbBsesome of our requests for CPU service must weithse the CPU is busy
servicing other workload at the time of the requegfure 9-2shows two such queueing delays. The second request
for CPU service after control returns from the disltst wait because the CPU is already occupied thihighter-
shaded workload element. And the third reques€U service waits again for the same reason. Tlwianof total
response time degradation from the system in iizaged state (cas® to the system in its loaded state (chsis
precisely the total duration that our service retgi@ave spent queued for a busy resource.

How much response time degradation can we expécttn as we add load to a system? The tool thégssgned to
answer this important question and many otheralledqueueing theory
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9.3 Queueing Theory

Pagel of 14

Queueing theorys a branch of mathematics dedicated to explaitiieghehavior of queueing systems. The sequence

diagram demonstrates a fundamental relationshquetieing theory:

R=S+W

Response time equals service time plus queueiray d&trvice times the amount of time spent actually consumi

requested resource, agdeueing delays the duration that a request spends waitinggoeae.

Figure 9-3shows theRr = S+ W relationship in a graph. Response time on theécatixis responds to changes in
system utilization on the horizontal axis. As yavé already seen in the sequence diagram exareplicestime
remains constant for all system load levels. Howeygeueing delay degrades (that is, increasegrexpially in
response to increases in workload. Adding the maiaeueing delay to the constant service time&wh possible
system utilization value produces the famous respdime curve that is shaped like an ice hockek gfiigure 9-3.

Figure 9-3. The fundamental relationship of queueig theory: R = S + W. Service time (S) remains consiaat
all load levels; however, response time (R) degrasl@einder high loads because queueing delay (the diste

from S to R) degrades exponentially as utilizatioincreases
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Figure 9-4. A hockey stick
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9.3.1 Model Input and Output Values

Queueing theory provides enormous value to theopednce analyst by allowing us to predict systespoase time
in hypothetical situations. Sensibly applied quagenodels can reveal future performance problemgnieely,
without incurring the cost of actually trying dift system configurations. For example, if a Cigrade is
destined not to improve your performance, it'stab®aper to figure it out in Excel than to leayrdatually
implementing and testing a hardware upgrade.

But perhaps even more important is how queueingryhgtructures our thinking about response timhbighlights th
very important distinction between time spent wogkand time spent waiting. The competent use ofigjing theory
forces us to understand the interrelationshipssamditivities of various performance optimizati@gmeters. It
forces us to see more clearly what is relevantvamat is not.

You have already seen the fundamental result aiigjog theory: response time equals service time glieueing
delay, orR =S+ W. You have seen that when response time degradeadssincrease, the degradation is due to
changes itW, not changes is. The following sections explain the meanings ef fibrmulas that will enable you to
predict the performance characteristics of a set#ystem configuration, whether that configuragxists yet or
not. (The entire list of queueing theory formulagdi in this book is printed ippendix C) Il begin by explaining
the input parameters that drive these formulas.

9.3.1.1 Arrivals and completions

Most of the things you need to know about queu#iegry are very simple to understand. You can thiindk
gqueueing system as a black box that takes inpotegses it, and produces output that presumahiggepts some
improvement upon the input. The number of arrivhét come into the system is denoted\a$he number of
completed requests that exit the system is dera€dFor any stable queueing systeir C. That is, in a stable
system, everything that goes into the box comesamat nothing comes out of the box that didn'trgdfiwe conside
a specific time period callefi then the ratid = A/T (A is the Greek letter lambda) yields the systamival rate,
andX = C/T yields the systemsompletion ratgor throughpuj. Themean interarrival tima = T/A = 1/A (T is the
Greek letter tau) is the average duration betwegacant arrivals into a systeffigure 9-5shows the relationships
amongA, T, A, andt

Figure 9-5. This two-second interval illustrates tle relationships among the fundamental parameters AT, |,
and t, which describe a queueing system's arrivals

1= 2 seconds
A = 4 requests

Vo0 = 2 requests/second
r= T/A = 11,3 soondsrequest
i, a a i,
arrival l l l l
»
arrival time i i i L, fime
interarrival time 4 I wa PR

9.3.1.2 Service channels, utilization, and stabilit

Inside a queueing system—the "black box" that | moeetd before—there can be one or megevice channel€ach
service channel operates independently of oth&icgechannels to provide service in response toests arriving at
a given queue. For example, a symmetric multipsiogs(SMP) computer system with 8 CPUs servicisggle
CPU run queue can be modeled as a single systdmneigitt parallel service channels. The number odlfe service
channels inside the system is denotethas andsin various texts. In this text, | have chosendemas in
[Kleinrock (1975)].
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The Motive for the Greek Letters

One aspect of queueing theory that makes theifialctessible to a lot of Oracle performance anglig
that the formulas look really difficult. It doeshi¢lp that a lot of the basic concepts are expdeisse
Greek letters. Many colleagues asked me duringitbearation of this text to consider convertinghed
Greek letter used in this chapter to something @hdom the Latin alphabet. (If I'm not mistakeme t
event at which they pleaded with me to do thisi$ed an "intervention.")

(9]

I've chosen to remain faithful to the notation usethe well-established literature of queueingptiyel
believe that creating a "new" notation for thisttemould be pretentious of me, and in the long térm
wouldn't help you either. Assuming that | would daonverted all the Greek symbols to something
"more comfortable" without introducing new erromnstie notation, | would have left you with a nadat|
that wouldn't match anything else you'd ever stddhe formulas would still be ugly, even "in
English"—trust me. If | had converted Greek lettierg atin letters, | would have only penalized rexd
who actually wanted to study queueing theory by ingkhem learn the technology in two different
languages.

The Greek letter problem really isn't that bad amywn this chapter, you'll encounter only the Gree
lettersA; (lambda)u (mu),p (rho), T (tau),0 (theta), and (which is the letter sigma, but which should
be read as "sum of"). Other chapters of courseidtecthe letteA (delta) and maybe others. A complege
list of Greek symbols and their English hames ¢duided inAppendix A

The total amount of time that service channeldimshe system spent actually fulfilling serviceuests is denoted
B, for busy timeTotal system utilizatiofor a given time interval is the proportion of tinéerval that the system was
busy,U = B/T. If you have more than one service channel ingale system (ifm > 1), thenU can be greater than
1.0. Most people find this statistic disturbingiltitey normalize it to produce a per-channel ageratilization. The
mean utilization per channé thenp = U/m (p is the Greek letter rho). The quantitys also called a systenttaffic
intensity Notice that having a mean utilization per charoigl doesnot mean that every channel has a mean
utilization of p. For example, an eight-channel system can aclpieve.5 in any way between the extremes of four
channels running at 100% and four others at 0%ll ight channels running at exactly 50%.

A queueing system is said to &tableif and only if its per-server utilization is inghlrange S p < 1. Asyou use

queueing models, you will find it possible to motgpothetical systems for whiq:h:_:" 1. For example, as you drive
arrival rates higher and higher, you can make thabthe system can't keep up unless it couldatpet a utilization

in the domaimp =1 However, it is impossible to drive a systerp 2 1in reality.
9.3.1.3 Service time and service rate

We have already discussed the service time fos&sy More formally, a systemégpected service tinig the
average amount of time that a service channel splemsly per completion, &= B/C. Computing service time is
usually easy, because on most systems it is easgagure busy time and completion counts. Somefingemore
convenient to discuss the servied¢e instead of serviceme. Theservice ratds the number of requests that a single
service channel can complete per time ynit,C/B (U is the Greek letter mu), or equivalenilyz 1/S.

9.3.1.4 Queueing delay and response time

As you have seen, a systemdgected queueing del@y) is simply the amount of time that you should etpe
elapse between a request's arrival into the syatehthe time at which service begins. For your estugueueing
delay is thus the sum of the expected service tohése requests that arrived at the queue ahegdwfPredicting
queueing delay is one of the wondrous rewards etiging theory. Queueing delay depends not only tip®n
average service time at the device in which ydnterested, it also depends upon the number oflpdbat are
expected to be waiting when you get there.

The formula for predicting queueing delay is difficto understand without a good bit of study, fautunately the
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hard work of constructing the formula has been dones. For an M/Mh queueing system (the exact definition of
which appears later in this chapter), the answer is

{'.'{.ln%;r‘,l

W=—" -
mu (1)

where:

(mp b

m!

C(m,p)=P(zm jobs)= A (mp) (mp)"
:IZ Ny " L

— k! m!

(1-p

The hardest part was the formula €{m, p), which was completed in 1917 by a Danish mathieaat named Agne
Erlang [Erlang (1917)]. ThErlang C formulaproduces the probability that an arriving requeiitqueue for service.

o Don't confuse th€ used to denote the Erlang C formula with @hénhat denotes the
number of completions in a system. It is usuallsye@ tell the twdC's apart by context,
wh 4. because the Erlang C formula is always depicteaifaaction with two arguments.

Programming Erlang C requires a bit more mathemlasigphistication than most of us bring to the galdmvever,
in 1974, a research scientist named David Jagedeagloped a fast algorithm for computing Erlangl&gferman
(1974)] that makes it easy to calculate a systerpected queueing delay. | have used Jagermanisthaig in
Example 9-1

Example 9-1. This Visual Basic code uses Jagermarigorithm to compute Erlang C

Function ErlangC(m, Rho) As Double
' Erlang's C formula, adapted from [Gunther (1998), 65]
Dim i As Integer
Dim traffic, ErlangB, eb As Double
' Jagerman's algorithm
traffic = Rho * m
ErlangB = traffic / (1 + traffic)
Fori=2Tom
eb = ErlangB
ErlangB = eb * traffic / (i + eb * traffic)
Next i
ErlangC = ErlangB / (1 - Rho + Rho * ErlangB)
End Function

Once you know a system's expected service timétamedpected queueing delay, computing the expeetgabnse
time is trivial, as we have already explored. Atsggsexpected response tirgesimply its expected service time |
its expected queueing deldy=S+ W.

Figure 9-6depicts amm-channel queueing system. Requests arrive at ange/eate ol requests per time unit. The
duration between successive request arrivals igithearrival timet. Each ofm parallel channels completes service
requests at an average service rafe ifquests per time unit, consuming an averagecgetvine ofs time units per
request.

Figure 9-6. This drawing of a multi-channel queueig system illustrates the fundamental relationshipamong
several queueing theory parameters (adapted from fIn (1991) 511])
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9.3.1.5 Maximum effective throughput

Themaximum effective throughpot a system is the largest arrival rate that weask that system to process
without exceeding a user's response time tolergpce The maximum effective throughput for the systéroven in

Figure 9-7is the quantit\\ .. As the rate of arrivals into the system increaesaverage queueing delay increases,

and system response time degrades. The throughjug &t which the system's response time degragemt the
users' threshold for response time degradatidmeisystem's maximum effective throughpyy,,. It's the most work

you can ask of a system without driving averagpaese times too hig

Figure 9-7. Response time is a function of arrivaiate. Specifying an average response time tolerancg,
determines the location ofA ., which is the largest completion rate value thathis system can sustain without
driving the average response time above the usetslerance

MM/, S = 0.25, Fyae = 1.3
R Ajax = 3.33333

P
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To maintain satisfactory response times, you haveép your system's arrival rate less thgp,, so of course it is
important that you know how to compute its valukei® is no closed form solution for computing ta&re ofA .

but estimating the value using interval bisect®fest and straightforwar&xample 9-2rovides Visual Basic code
to perform the computation.

o Example 9-Zefers to objects such as the variapbnd the functiofiResponseTiminat
= are defined in the Microsoft Excel workbook provdden the catalog page for this book:
Wy 4. http://www.oreilly.com/catalog/optoraclep

Example 9-2. This Visual Basic code uses intervaldection to compute maximum effective throughput

Function LambdaMax(Rmax, q, m, mu) As Double
' Maximum effective throughput of queueing system
' ASSUMPTION: ResponseTime( ) is a monotonically increasing continuous
' function
Const error = 0.005 ' interval bisection halts when
' abs(lambdal-lamba0) <= error*lambda0
Dim lambda0 As Double 'lambda value for which R < Rmax
Dim lambdal As Double 'lambda value for which R >= Rmax
Dim lambdaM As Double ' arithmetic mean of {lambda0, lambdal}
' Seek an interval [lambda0, lambdal] for which R(lambdaO)<Rmax and
' R(lambdal)>=Rmax
lambda0 = 0
lambdal = 1
While ResponseTime(m, mu, Rho(lambdal / g, m, mu)) < Rmax
lambdaO = lambdal
lambdal = 2 * lambdal
Wend
' Narrow the interval by iterative bisection
While Abs(lambdal - lambda0) > error * lambda0O
lambdaM = (lambdaO + lambdal) / 2
If ResponseTime(m, mu, Rho(lambdaM / g, m, mu)) < Rmax Then
lambda0O = lambdaM
Else
lambdal = lambdaM
End If
Wend
LambdaMax = (lambda0 + lambdal) / 2
End Function

9.3.1.6 Cumulative distribution function (CDF) of response time

There is a problem with using maximum effectiveotighput as a performance measure, however. Théeprab

that users don't usually have a tolerance in mindferageresponse time; what they really have in mind is a
tolerance foworst-caseesponse time. The word "tolerance" connotes tidteto some maximum value more often
than it connotes attention to an average. For elgnmagine the following dialog:

User. My order entry form is too slow. We agreed thgtmesponse time tolerance for the commit at
the end of the form would be 1.5 seconds, but ragaase time is less than 1.5 seconds in only about
63.2% of cased!

System manageActually, that's exactly what we agreed. We adreely that youaverageresponse
time for your order entry form would not exceed 4esonds, and you have just admitted that we are
meeting that goal.

(11| selected the number 63.2% carefully for this examipleappens to be the CDF of the exponential distribution
at its mean. By constructing my example dialog this way, teeis®bserving the behavior of a system whose mean
response time is roughly 1.5 seconds.

The information provider has abided by the letfethe service level agreement, but the systemtisnaeting the
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spirit of the user's wishes. The response time tpadlthe users reallyishthey had specified is probably something
like this:

The commit at the end of the order entry form nmeshplete in 1.5 seconds or less, for at least 95 ou
of every 100 user executions.

Or, to generalize:
Functionf must complete in seconds or less in at leggpercent of executions ttie function.

Functionally, a statement of this form is a vergfusbasis for a contract between an informatiomscmner and the
information provider. The statement reminds thevigher that users are intolerant of response timeshke function
that are in excess of a specific value. The statémeeninds the consumer that it is impossible targotee thato
user willeverbe dissatisfied with the performance of a givamcfion, but that the provider has committed to fithe
disappointment to some negotiated percentage au¢iras.

As you might expect, queueing theory gives us tathematical means to compute the things we neerdlir to
make service level agreements in this useful for@at final queueing theory formula gives the meaarompute
the minimum level of investment into system researthat is required to satisfy the system's pefdioca
requirements within its owner's economic constgifhecumulative distribution functio(CDF) of response time

allows us to compute the probabil’yR < r), which is the likelihood that a given requestii fulfilled with total
response time less than or equal to some respiomseédierance. This quantity is perhaps the most useful statisti
emitted from a queueing model, because it is atireasure of user satisfaction with response time.

The formula for the CDF of response time is congiéd. For the particular queueing model (called MdMhat |
shall describe later in this chapter, the formalthe following [Gross and Harris (1998) 72-73]:

m(l—pg)-W (0}
m{l-p)-1

1-w (0}

P(R<r)=F(r)= e Lol i

(1-¢7)-

Wherqu(O) is:

(mpe)" p,

W idi=1- ,
(0) mi(1-p)

andp is:

Pa= =

I H v w
wmp) (mm)
az n! I mi(1-p) |

Example 9-3hows how you can accomplish all this in plain \dislual Basic.

Example 9-3. This Visual Basic code computes thermwlative distribution (CDF) of response time of an
M/M/m queueing system

Function pO(m, Rho) As Double
' Compute P(zero jobs in system) [Jain (1991), 528]
Dim i, n As Integer
Dim t, term2, term3 As Double
term2 =1/ (1 - Rho)
Fori=1Tom
term2 = term2 * (m * Rho) / i
Next i
term3 =0
Forn=1Tom-1
t=1
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Fori=1Ton
t=t*(m*Rho)/i
Next i
term3 =term3 +t
Next n
p0 = (1 + term2 + term3) ~ (-1)
End Function

Function Wq0(m, Rho) As Double
' Compute Wq(0) [Gross & Harris (1998) 72]
' Note that r = m*rho, ¢ = m in G&H's notation
Dim i As Integer
Dim f As Double ' (r*c)/(c!) factor
f=1
Fori=1Tom
f=f*(m*Rho)/i
Next i
Wqg0 =1 - f* p0O(m, Rho) / (1 - Rho)
End Function

Function CDFr(r, m, mu, Rho) As Double
' CDF of the response time. This wrapper function is hecessary because
' the formula in [Gross & Harris (1998), 73] contains a singularity.
Const epsilon As Double = 0.000000001
If (Abs(m * (1 - Rho) - 1) < epsilon) Then
CDFr = (CDFr2(r, m, mu, Rho - epsilon) + CDFr2(r, m, mu, Rho + epsilon)) / 2
Else
CDFr = CDFr2(r, m, mu, Rho)
End If
End Function

Function CDFr2(r, m, mu, Rho) As Double
' CDF of the response time, adapted from [Gross & Harris (1998), 73]
' Note that r = m*rho, c=m, lambda=rho*m*mu, t=r in G&H's notation
Dim w As Double 'Wq(0) value
Dim cdfl, cdf2 As Double 'complicated terms of CDF formula
If (Rho >=1 Orr<=0) Then
CDFr2=0
Exit Function
End If
w = Wq0(m, Rho)
cdfl = (m* (1 - Rho) -w)/(m* (1 -Rho)-1)*(1-Exp(-mu *r))
cdf2=(1-w)/(m*(1-Rho)-1)*(-Exp(-(M*mu - Rho*m*mu) *r))
CDFr2 = cdfl - cdf2
End Function

How | Figured Out That Jain's CDF Formula Is Incorrect

The formula contains the expression:

, Cim, o)
| —— ! —
1—m+mgp

Without even understanding what this formula me#res presence of the two identical terrg$'-is the
thing that has worried me. Why would the authohigsrcopyeditor not catch the two identical termd 3

combine them into the single terme*2? The most likely explanation, | figured, was tthet formula
suffered from a typographical error of some sort.

So | created a test. | began by choosing an arpitngeger value fom. UsingMathematical generated
a random service timg from an exponential distribution with some arbitsachosen mean . Next, |

generated a random interarrival tiljdgrom an exponential distribution with an arbithachosen mean

1/A. Using theR = S+ W formula described earlier, | computed the expemtsgonse time of the systg
whose service time and interarrival time were the tandom numbers | generated. Using the input
valuesm, | = 1/, andA = 14, the calculation oR was easy.
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-

| repeated this test several millions of times feveral millions of random service tirsievalues chose
from the exponential distribution with meamp 1and the same number of random interarrivaltrate

values chosen from the exponential distributiorhwitean 1X). | stored the results. Then, for some
arbitrarily chosen response time vatyé simply counted the number of response timeegead by my
test that were less thanThe proportion of response time numbers that Wes®tham should have
approximately matched the value of Jain's CDF.gT$hihe definition of how the CDF should behav¢.)

But Jain's formula consistentlgiled to match the results of my test. By contrast,Gness and Harris
CDF formula [Gross and Harris (1998) 72-73] comsiliy succeedeih matching the result of my test |
have attempted to contact Dr. Jain with the resfltay testing, but as of the time of this writindiave
not yet received a response.

9.3.2 Random Variables

One tricky thing about real queueing systems isdld@vals don't enter the system at completelyiotable times. (I
fact, if requests arrive into a system at unifomteiivals and if service times are constant, thelleoe/no queueing
unless the system is unstable.) For example, wehaag evidence that the requests of a telephoners\arive at a
average rate of 2.0 requests per second, but liifieeaystems, it is almost never reasonable foeex that requests
will arrive at a rate oéxactlyone every 0.5 seconds. Indeed, in most real sgst@rexpect arrivals to be scattered
randomly through time. We expect behaviors averagedss large numbers of requests to be predictabieve
expect individual arrival times to hepredictable.

9.3.2.1 Expected value

Mathematicians use the term "random variable" sxdbe the behavior of an unpredictable procesandiom
variableis simply a function whose value is a random numbkeexpected valug[X] of a random variablX is the
mean (or average) of the values tkdtikes on. In many probability and statistics teatbare uppercase letter liKe
refers to a random variable, which has severalgit@s, among which are its expected value andistsibution
(defined in a moment). Queueing theory texts oftem an uppercase letter to denote both a randdableaand its
expected value. The readers of those books aretpt understand by context which concept ispegferenced.
This book follows the same convention. For examiplseR = S+ W instead of the more technically precise but
cumbersom&[R] = E[S] + E[W].

9.3.2.2 Probability density function (pdf)

Although a random variable has, by definition, md@m number value, the process through which vapesgar in
nature is usually endowed with some sort of orBer.example, on the telephone system whose aveasgef
arrivals is 2.0 requests per second, it may beilplestor 200 requests to arrive in a given secdmnd it may be very
unlikely. The mathematical function that modelsaadom variable's likelihood of taking on a givetuesis called
that random variabletdistribution Specifically, the probability that a discrete dam variableX will take on a
specified value is called that variablefgrobability density functiofor pdf), denoted(x) = P(X = x) [Hogg and
Tanis (1977) 51-58].

9.3.2.3 Using the pdf

Because the exact arrival time for the next inc@maguest cannot be predicted exactly, a systenegarrival time

is a random variable. Thus, the arrival rate (#@procal of arrival time) is a random variablenad|. Agner Erlang
showed in 1909 that the arrival rate of phone ¢alkstelephone system often haBasson distributiofErlang
(1909)]. Specifically, if telephone calls arrivendemly at an average rateX# 0, then the pdf of the arrival rate has
the form:

Ae™

X

x=01,2,....

fx)=

Thus, if telephone calls arrive at an averageafde= 2 calls per second, then the probability thatdhwill be 200
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calls in a given second is orf200) = 2.7575 x 18'6, in other words, if the telephone call arrival pees is truly
Poisson distributed with = 2, then it is more likely that you could dedtyfifour straight royal flush poker hands
than to ever observe a one-second interval in wk@éhcalls would occur. On the other hand, thexersich greater
probability that a one-second interval will contakactly zero, one, two, three, or four arrivalee pdf of the
Poisson distribution with mean= 2 is shown irFigure 9-8 Conveniently, arrival rates in many computer
applications, including many aspects of Oracleesyst also have a Poisson distribution.

Figure 9-8. The probability density function (pdf)for the Poisson distribution with A = 2 shows the probability
P(A = x) that there will be exactly x arrivals in aone-second observation interval

WA = 4l . s 1 . .
PlA = x] pef for Porsson distribution, =2,

0,25
.2
.13
.1

(.03

I
¥

2 4 G ] 1 12

Itis, of course, no coincidence that the symb@ambda) chosen to denote the average arrivabfaegueueing
system is the same symbol used to denote the nieaRasson distribution. It's actually the othexyywaround. As |
shall divulge shortly, the specific M/MYqueueing theory model that is covered later ia thiapter works only if a
system's arrival process is Poisson distributet mi¢am\. The arrival rate in queueing theory is callebecause iis
the mean of a Poisson distribution.

A system's service time is also a random varidfde example, the time it takes a bank teller tontgour money is
predictable in the aggregate, but unpredictabkespecific case. Even the CPU time required togg®an Oracle
LIO is unpredictable. An Oraclegical I/0 (LIO) is the operation that the Oracle kernel usefetch a single block
from the Oracle database buffer cache. For exaragB®U might service an average of 40,000 LIO rstuger
second (that ig) = 40000), but from one second to the next, a Csddgce rate might vary significantly.
Randomizing factors include the type and compleaftgn Oracle block (e.g., whether the block isratex block or
a table block), the varying number of rows in e@chcle block, and the varying column widths of daithin those
blocks.

9.3.2.4 Why understanding distribution is important

Itis crucial to know a random variable's distribntbefore you can use that random variable's ni@grected value)
in any predictive formulas. For example, you migéy that customers arrive at a restaurant at aagweate of two
customers per minute during lunchtime; thus, theeeted interarrival time is 30 seconds. However aerage
doesn't tell the whole story. If you know only #aepected interarrival time, then you can't telt, dgample, whether
individual customers are really arriving exactlys3#conds apart, or if they're arriving in groupgolu know only
that requests have an expected interarrival tin@)afeconds, then for example eannotknow which—if either—ef
the cases iffable 9-1has occurred.

Table 9-1. Two very different scenarios both leadotan expected interarrival time oft = 30 seconds

Time interval Number of arrivals

Case | Case ll
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11:30 a.m. to 11:45 a.m. 0 34
11:45 a.m. to 12:00 noon 0 28
12:00 noon to 12:15 p.m. 240 31
12:15 p.m. to 12:30 p.m. 0 37
12:30 p.m. to 12:45 p.m. 0 24
12:45 p.m. to 1:00 p.m. 0 30
1:00 p.m. to 1:15 p.m. 0 32
1:15 p.m. to 1:30 p.m. 0 24
Average per 0:15 bucket 30 30

If reality consistently resembles Case I, then gbouldn't expect a mathematical formula to produogliable
prediction of what happens between 1:00 p.m. abh8 f:m., if you tell the formula that your "averaaeival rate is
120 arrivals per hour." For a queueing model talpoe reliable results, you need to tell it someghirore about the
properties of its random variable input parametigas just an average. You must also tell the mabeut each
random variable'distribution

9.3.3 Queueing Theory Versus the "Wait Interface"

Now that you've seen the definition for each offtivenulas of queueing theory, how do Oracle openreti data fit
in? Specifically, how does information obtainednfrthe so-called wait interface fit into queueingahy?
Unfortunately, Oracle Corporation teaches inaceuirgformation on this topic. OracMetalinkarticle 223117.1 is
an example:

Performance tuning is based on the following funeiaial equation:
Response Time = Service Time + Wait Time

In the context of an Oracle database, "Service Timmeasured using the statistic "CPU used by this
session'and "Wait Time" is measured using Wait Evdntg emphasis].

The emphasized portion of this statement is faéls-called Oracle wait eventi®t what this statement says it is.
9.3.3.1 Oracle wait times

The confusion begins with the name "wait events'dnh unfortunate choice of terminology, becausentbre name
encourages people to believe that the duratiom @racle kernel event is a queueing delay. Howewer not. As
you learned irtChapter 7the elapsed time of a wait event actually inctuliés of individual components. The
response time components for a single OS reacumliepicted ifrigure 9-9

Figure 9-9. An Oracle wait time for a system calllike the disk 1/O call shown here) is really a respnse time
that is measured from the Oracle kernel's perspecte. The duration ela=t1-t0 is not a queueing delayt
consists of service times and queueing delays
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The Oracle wait time recorded for a system caltasien is the total wall clock time that elapsesnirthe final
instruction before the OS call execution until finst instruction after the return of the OS c&lerything that
happens in that interval between tinigandt, is an Oracle wait time. IRigure 9-9 a single Oracle wait time

includes all of the following components:

Scpu

CPU service time consumed to set up the systemkaaila disk read call, most of this time is conedrin
kernel running state. However, some system callsegoasume CPU in user running state as well.

Waisk

Queueing delay for the disk device, which in thigyre includes the transmission latency requicedtie

request to reach the disk device from the CPU devic

Sdisk

Service time for the disk device, including thekskgency, rotational latency, and data transfamay from
the I/O device back to the memory that is addrdedapthe CPU.

Wepu
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Queueing delay for the CPU, consumed with the moaetheeady to runstate.

Scpu

Another segment of CPU service time required tofete the system call. Again for different systeatis;
some of this CPU capacity may be consumed in ketmgling state, and some may be consumed in user
running state.

I hope you can see clearly now that an Oracle tivaé for an OS read call is definitely not a measofiw, . Other
system calls behave similarly.

9.3.3.2 Differences in queueing theory notation

Studying different queueing theory books tendsveneurther confuse the issue of what kind of gifaatn Oracle
wait time really is. While most of the Greek leieetain consistent meaning across different teliti®rent authors
use different notation for their fundamental quageheory formula, as shownirable 9-2

Table 9-2. A sample of queueing theory notations

Notation Source
R=S+W OracleMetaLink [Gunther (1998) 84]
T=S+T, [Gross and Harris (1998) 11]
W=1p+ Wq [Gross and Harris (1998) 71]
sn=X, +w, [Kleinrock (1975) 198]

| have rearranged the terms on the right-handdfi@ach of these equations so that all of the @opumtepresent
exactly the same concept. In other words, GuntledsmyW is exactly the same thing as Gross and Haff&s&nd

Wq, which are exactly the same thing as Kleinroek'slt can be especially confusing when differentksoose the
same words to mean completely different things.gxample:

Expected steady-state system waiting tiWequals service time [1plus line delaqu [Gross and
Harris (1998) 64].

Response timR equals service timg plus time spent waiting in the quewgGunther (1998) 52].

Gross and Harris use the term "waiting time" to meaat Gunther calls "response time." Furthermoogice that
the two sets of authors use the term "wait" to nm@ancompletely different things. Considering Re S+ W
notation for a moment, Gross and Harris are calrgvait, while Gunther call$V a wait. An Oracle wait time is
closer in spirit to the Gross and Harris definititban to the Gunther definition.

Who's right? The choice of words doesn't mattelpag as the concepts represented by those woed4 ar
intermingled. I've chosen notation that resembleatwain and Gunther use, principally because tivese the first
two books on queueing theory that | studied. Howeits fine to callR, S, andW by any name that you like. It it
correct to regard an Oracle wait time as any singlaponent in the right-hand side of an equatioal® =S+ W. An
Oracle wait time is really the response time fooperating system call as viewed from the Oracladi&s
perspective. The Oracle kernel publishes wait timeseveral places, including tha statistic in thevaIT lines of
extended trace data, and the following fixed views:

V$SESSION_WAIT.WAIT_TIME
V$SESSION_EVENT.TIME_WAITED
V$SESSION_EVENT.AVERAGE_WAIT
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V$SESSION_EVENT.MAX_WAIT
V$SESSION_EVENT.TIME_WAITED_MICRO
V$SYSTEM_EVENT.TIME_WAITED

V$SYSTEM_EVENT.AVERAGE_WAIT
V$SYSTEM_EVENT.TIME_WAITED_MICRO

Each of these statistics refers to a quantityroétihat does include a queueing delay for the édwiing requested,
but an Oracle wait time includes many other respdimse components as well. Specifically, an Oracé time is
not theW of anR = S+ W equation from queueing thec

URL nhttp://safari.oreilly.com/059600527X/optoraclep-CHP-9-SECT-3
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Book: Optimizing Oracle Performance
Section: Chapter 9. Queueing Theory for the Oracle Practitioner

9.4 The M/M/m Queueing Model

The M/M/mmodel is a set of mathematical formulas that cadipt the performance of queueing systems that mee
five very specific criteria. The notation M/Wis actually shorthand for the longer notation Mi¥e=/FCFS, which
completely describes all five criteria:

M/M/m/es/FCFS (exponential interarrival time)

The request interarrival time is an exponentialtributed random variable. | shall discuss the mregof
this statement later in this section.

M/M/m/e=/FCFS (exponential service time)

The service time is an exponentially distributend@m variable.

M/M/m/==/FCFS (h homogeneous, parallel, independent service chshnnel

There arem parallel service channels, all of which have igsitfunctional and performance characteristics,
and all of which are identically capable of prowigliservice to any arriving service request. Fongla, in at
M/M/1 system, there is a single service channean/M/32 system, there are 32 parallel servianaokls.

M/M/m/ee/FCFS (no queue length restriction)

There is no restriction on queue length. No reqtiegtenters the queue exits the queue until drptest
receives service.

M/M/m/e=/FCFS (first-come, first-served queue discipline)

The queue discipline is first-come, first-serve@@S). The system honors requests for service iorither in
which they were received.

Why "M" Means Exponential

You might wonder why queueing theorists use thedéM" instead of "E" to denote the exponential
distribution. It is because "E" denotes anothetrithistion, the Erlang distribution. Faced with ttieoice
of letters other than "E" to denote the exponerfistribution, mathematicians chose the letter "M"
because the exponential distribution has a uniterKovian" (or "memoryless”) property. Other le$
used in this slot for other models include "G" g@neral, "D" for deterministic, and ;Hfor k-stage

hyperexponential distributions.

4
=

9.4.1 M/M/m Systems

These five criteria happen to be remarkably fittiiggcriptions of real phenomena on Oracle systistid/m
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queueing systems occur abundantly in the humarriexpe. Examples include:

e An airport ticket counter where six ticket agergsvice customers selected from the head of one long
winding queue. This is an M/M/6 system.

e A four-lane toll road where one toll booth servities cars and trucks selected from the head otaejthat
forms in each lane. This is four separate M/M/teys, each with an average arrival rate chosen
appropriately for each lane.

e A symmetric multiprocessing (SMP) computer systehere twelve CPUs provide service to requests &=
from the head of the ready-to-run queue. For reasboperating system scalability imperfectiond thehall
discuss later, an appropriate model for this sysseltVM/m, with m chosen in the range Ore< 12.

It is clear that all of these examples meetrth &=, and FCFS criteria of the M/MVe=/FCFS model. But it is less
clear without further analysis whether the exampiegt the M/M criteria. In the next section, welkégplore what
it means to say that a random variable is expoaliyntistributed.

9.4.2 Non-M/M/m Systems

Even before learning about the M/M criteria, ieasy to see that not all queueing systems are M/Mor example,
the following applications ameot M/M/m systems:

e An airport ticket counter where five ticket ages¢svice airline passengers, but first-class anthbas class
passengers are permitted to cut into the fronh@ijueue. This system violates the FCFS criteeguired fo
the system to be considered M/

e An array of six independent computer disks whemhelisk services I/O requests from the head of its
dedicatedjueue. This system violates the M/M/6 assumptian &l the participating parallel service chan
are identically capable of providing service to amgiving service request. For example, a requestdd disk
D can be fulfilled only by disb, regardless of what other disks happen to be lidie possible to model this
system with six independent M/M/1 systems.

e Oracle latch acquisition. Oracle latches are riotated to requests in the order the requests adem
[Millsap (2001c)]. Therefore Oracle's latch acqtdsi system violates the FCFS assumption of MM/

Many systems that fit the m/=</FCFS criteria of queueing systems fail to meetNtiM criteria because their
arrival and service processes don't fit the exptaledistribution. In the next sections, | shaleal how to test your
operational data for fit to the exponential digitibn.

9.4.3 Exponential Distribution

Previously | pointed out that in the early 1900gnAr Erlang observed that the arrival rate in @piebne system "is
Poisson distributed.” The phrase "is such-and-slisthibuted" means only that the probability denéitnction (pdf)
of the random variable in question fits a particuethematical form—in this case, the Poisson f@mce we know
the pdf of a random variable, we can compute tbhéatility that this random variable will take onyaspecific value
in which we might be interested. To say that a oam@ariable ixponentially distributedvith meand > 0 (the
Greek letter theta) is to say that the variabldfsgof the form:

flx)=—=¢"", U2x<w

Figure 9-10shows the pdf for an exponentially distributedd@am variable.

Figure 9-10. The pdf for an exponentially distribued random variable with mean® = 0.5
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Fx) pidl for exponennal distribution, =05

1 2 3 4

It so happens that many real-life systems havemexpitally distributed interarrival times and seevianes, but we
cannot reliably model a system with Midlntil we test the system's arrival and service@sses. This book
provides everything you need to test whether ygatesn's operational characteristics suit the MdAviiodel.

9.4.3.1 Poisson-exponential relationship

Agner Erlang observed that the arrival rate of ghoalls in a telephone system obeys a Poissoiibdititm. Earlier

in this section, | commented that many arrival psses in computer systems, including Oracle systamd$’oisson
distributed as well. Why, then, would | have choseshow you the M/Mh queueing model, which works only if

interarrival times and service times agonentiallydistributed? Why did | not choose a model in whactival and
service processes were Poisson distributed?

The answer is that, actuallydid choose a model in which arrivals and services Weisson. The exponential and
Poisson distributions bear a reciprocal relation$@Giross and Harris (1998) 16-22]:

e For a system to suit the criterion defined by ih& fM" in "M/M/ m," its request interarrival timemust be
exponentially distributed. Remember, however, thataverage interarrival time t is the reciprodahe
average arrival rata € 1/A). As it happens, an arrival rate with a mean &f Poisson if and only if the
corresponding interarrival time is exponential witkeand =t = 1/A.

e For a system to suit the criterion defined by theosid "M" in "M/M/m," its service timesnust be
exponentially distributed. Of course, the averageise timeSis the reciprocal of the average service rate (
=1/u). A service rate with a mean pfis Poisson if and only if the corresponding sex\time is exponential
with meand = S= 1/u.

This is why authors sometimes refer to the Miihodel as the model for Poisson input and Poissorice.
9.4.3.2 Testing for fit to exponential distribution

The two "M"s of the M/Mm queueing model notation specify that we can usertbdel only if the interarrival time
and service time are exponentially distributed.ti$iawe can use M/Md to model that system's performaraey if
the histogram for a system's interarrival tiraesithe histogram for its service rates both resertitdeexponential
distribution pdf curve shown iRigure 9-10Figure 9-11shows some examples.

Figure 9-11. Examples of random data with varying godness of fit to an exponential distribution withmean®
=05
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(a) (b)

e || O e

The trick is, how can we tell whether a set of iatdval times or service rates sufficiently "redses"Figure 9-1@
Statisticians use thehi-square goodness-of-fit tastdetermine whether a list of numbers is suffidielikely to
belong to a specified distribution. The Perl progiia Example 9-4ests whether the numbers stored in a file are
likely to be members of an exponential distributitirproduces the verdict "Accept,” "Almost suspetBuspect,” or
"Reject" using the procedure recommended in [KriL€81) 43-44]. If you have too few data points ésfprm the
chi-square test, the program will tell you. If your cgtéonally measured interarrival times and sertiicees receive
verdict of "Accept” or "Almost suspect,” then yoanche reasonably certain that the MitMhodel will produce
reliable results.

M/M/m will make reliable predictions only if interarrivilimes and service times are both exponentiakiyritiuted
random variables. Other queueing models produagratzforecasts for systems with interarrival agivise times
that are not exponential. | focus here on the Nivtiodel because it is so often well-suited for Gegaerformance

analysis projects. On Oracle performance projédis normally possible to define useful subsetsystem workload
that meet the M/M criteria. For example:

e Executions of batch jobs are easy to test for egptially distributed interarrival times and servigaes. A
good batch queue manager records job request tjolestart times, and job completion times fordate
analysis. A job's interarrival time is simply thiéference between the job's request time and teeipus job's
request time. A job's service time is merely tHféedénce between the job's completion time anddhs star
time. By collecting 50 or more interarrival timesdeb0 or more service times, you can determine hanet
given subset of your batch jobs obeys the MAvidlodel's M/M criteria.

The important task here is to use MiViénly for a properly behaved subset of your batatad-or example,
the interarrival times of your batch jobs over aHir period are likelyot to be exponentially distributed:
your nighttime interarrival times will likely be noh larger than your daytime figures. Likewise, sleevice
times for all of your batch jobs are likely notlie exponentially distributed. However, the servioees for al
your jobs that execute in less than one minutéyliéll be approximately exponentially distributed.

e The Oracle logical I/O (LIO) is a useful unit of esire for service requests. It is not possiblegasure LIO
interarrival times or service times directly in G but intuition and a track record of success#sg
M/M/mto model LIO performance indicate that LIO intenzal times and service times are indeed
exponentially distributed. As long as the executbeach business function can be expressed irstefmn
LIO count, you can translate the queueing modekpud into terms of business function response timg
throughput. Forcing yourself to think of applicatifunctions in terms of LIO count is a Very Goodith
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9.4.3.3 A program to test for exponential distribuion

All good queueing theory books inform their readgfrthe requirement that before you can use the Myimodel,
you must ensure that the system you're modelingkiasnential interarrival times and exponential/gertimes. Th
problem is that most of these books give you netjiral means by which to ensure this. The Perl ganagshown in
Example 9-4oerforms the task for you. The idea for the progveas inspired by [Allen (1994) 224-225].
Implementation was guided principally by [Knuth 819 38-45], with supplemental assistance fidathematica
[Olkin et al. (1994)], [CRC (1991)], artutp://www.cpan.org

To use this program, download the source codesisEm on which Perl is installed. On a Unix (Link¥P-UX,
Solaris, AlX, etc.) system, you'll probably wantitame the filendist On Microsoft Windows, you'll probably want
to call itmdist.pl On Unix, you may have to edit the top line of toele to refer properly to your Perl executable
(e.g., maybe your Perl executable is callext/local/bin/per). Then typeeridoc mdist (Or perldoc mdist.pl) to your
command prompt to view the manual page for thenarog

Example 9-4. This Perl program tests the likelihoodhat a random variable is exponentially distributed

#!/usr/bin/perl

# $Header: /home/cvs/cvm-bookl/mdist/mdist.pl,v 1.7 2002/09/05 23:03:57 cvm
# Cary Millsap (cary.millsap@hotsos.com)
# Copyright (c) 2002 by Hotsos Enterprises, Ltd. All rights reserved.

use strict;
use warnings;

use Getopt::Long;
use Statistics::Distributions qw(chisqrdistr chisgrprob);

my $VERSION = do { my @r=(g$Revision: 1.12 $=~\d+/g); sprintf "%d."."%02d"x$#r,@r };
my $DATE = do { my @d=(g$Date: 2003/11/07 23:13:06 $=~N\d{4}\D\d{2}\D\d{2}/g); sprintf
$d[0] 1

my $PROGRAM = "Test for Fit to Exponential Distribution"”;

my %OPT;

sub x2($$) {
my ($mu, $p) = @_;
# The p that &Statistics::Distributions::chisqgrdistr expects is the
# complement of what we find in [Knuth (1981) 41], Mathematica, or
# [CRC (1991) 515].
return chisgrdistr($mu, 1-$p);
}

sub CDFx2($$) {
my ($n, $x2) = @_;
# The p that &Statistics::Distributions::chisqrprob returns is the
# complement of what we find in [Knuth (1981) 41], Mathematica, or
#[CRC (1991) 515].
return 1 - chisgrprob($n, $x2);

}
sub mdist(%) {
my %arg = (
list =] # list of values to test
mean => undef, # expected mean of distribution
guantiles => undef, # number of quantiles for test
@_, # input args override defaults

);

# Assign the list. If there aren't at least 50 observations in the

# list, then the chi-square test is not valid [Olkin et al. (1994)

#613].

my @list = @{$arg{list}};

die "Not enough data (need at least 50 observations)\n" unless @list >= 50;

# Compute number of quantiles and the number of expected observations
# for each quantile. If there aren't at least 5 observations expected

# in each quantile, then we have too many quantiles [Knuth (1981) 42]

# and [Olkin et al. (1994) 613].
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my $quantiles = $arg{quantiles} ? $arg{quantiles} : 4,

my $m = @list/$quantiles; # we expect quantiles to have identical areas

die "Too many quantiles (using $quantiles quantiles reqiures at least ". 5*$quantiles
." observations)\n" unless $m >=5;

# Assign the mean and chi-square degrees of freedom. If no mean was

# passed in, then estimate it. But if we estimate the mean, then we

# lose an additional chi-square degree of freedom.

my $mean = $arg{mean};

my $n_loss = 1; # lose one degree of freedom for guessing
quantiles

if (!defined $mean) {

my $s =0; $s +=$_ for @list;  # sum the observed values

$mean = $s/@list; # compute the sample mean
$n_loss++; # lose additional d.o.f. for estimating the
mean
my $n = $quantiles - $n_loss; # chi-square degrees of freedom

die "Not enough quantiles for $n_loss lost degrees of freedom (need at least . ($n_
loss+1) ." quantiles)\n" unless $n >=1;

# Dump values computed thus far.

if ($OPT{debug}>=1) {
print "list = (", join(", ", @list), ")\n";
printf "quantiles = %d\n", $quantiles;
printf "mean = %s\n", $mean;

}

# Compute interior quantile boundaries. N.B.: The definition of
# quantile boundaries is what makes this test for exponential
# distribution different from a test for some other distribution. If
# the input list is exponentially distributed, then we expect for
# there to be $m observations in each quantile, with quantile
# boundaries defined at -$mean*log(1-$i/$quantiles) for each
#i=1..$quantiles-1.
my @g; # list of interior quantile boundaries
for (my $i=1; $i<=$quantiles-1; $i++) {

$q[$i] = -$mean*log(1-$i/$quantiles);

# Compute frequency of observed values [Knuth (1981) 40]. Setting
# $Y[0]=undef makes array content begin at $Y[1], which simplifies
# array indexing throughout.
my @Y = (undef, (0) x $quantiles);
for my $e (@list) {
print "e=$e\n" if SOPT{debug}>=3;
for (my $i=1; $i<=$quantiles; $i++) {
print " i=$i (before): q[$i]=$q[$i]\n" if SFOPT{debug}>=3;
if ($i = =$quantiles) { $Y[-1]++; print " Y[-1]->$Y[-1]\n" if $OPT{debug}>
=3; last }
if (be <= $q[$i]) { SY[$i]++; print " Y[$i]->$Y[$i]\n" if SOPT{debug}>
=3; last }

}
}

# Populate list containing frequency of expected values per quantile
# [Knuth (1981) 40]. Using a data structure for this is unnecessarily
# complicated for this test, but it might make the program easier to
# adapt to tests for other distributions in other applications. (We

# could have simply used $m anyplace we mention $np[$anything].)
my @np = (undef, ($m) x $quantiles);

# Dump data structure contents if debugging.

if ($OPT{debug}>=1) {
print "mean = $mean\n";
print"gq = (", join(", ", @q[1 .. $quantiles-1]), “)\n";
print"Y = (", join(", ", @Y[1 .. $quantiles] ), ")\n";
print "np = (*, join(", ", @np[1 .. $quantiles] ), ")\n";

# Compute the chi-square statistic [Knuth (1981) 40].
my $V = 0;
$V += ($Y[$_] - $np[$_1)**2 / $np[$_] for (1 .. $quantiles);

# Compute verdict as a function of where V fits in the appropriate
# degrees-of-freedom row of the chi-square statistical table. From
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# [Knuth (1981) 43-44].
my $verdict;

my $p = CDFx2($n, $V);

it ($p < 0.01) { $verdict = "Reject" }

elsif ($p < 0.05) { $verdict = "Suspect" }

elsif ($p < 0.10) { $verdict = "Almost suspect" }
elsif ($p <= 0.90) { $verdict = "Accept" }

elsif ($p <= 0.95) { $verdict = "Almost suspect" }
elsif ($p <= 0.99) { $verdict = "Suspect" }

else { $verdict = "Reject" }

# Return a hash containing the verdict and key statistics.
return (verdict=>%verdict, mean=>$mean, n=>$n, V=>$V, p=>$p);

}

%OPT = ( # default values
mean => undef,
guantiles => undef,
debug =>0,
version => 0,
help =>0,

)

GetOptions(
"mean=f" =>\$OPT{mean},
"quantiles=i" =>\$OPT{quantiles},
"debug=i" =>\$0PT{debug},
"version" =>\$OPT{version},
"help" =>\$0PT{help},

)i
if (JOPT{version}) { print "$VERSION\n"; exit }
if (OPT{help}) { print "Type 'perldoc $0' for help\n"; exit }
my $file = shift; $file = "&STDIN" if Idefined $file;
open FILE, "<%file" or die "can't read '$file’ ($!)";
my @list;
while (defined (my $line = <FILE>)) {
next if $line =~ /" #/;
next if $line =~ /MNs*$/;
chomp $line;
for ($line) {
s/[*0-9.)/ /g;
s/Ms*//g;
sN\s*$//g;

}
push @list, split(As+/, $line);

}
close FILE;
print join(", ", @list), "\n" if $OPT{debug};

my %r = mdist(list=>[@list], mean=>$0PT{mean}, quantiles=>$0OPT{quantiles});
print " Hypothesis: Data are exponentially distributed with mean $r{mean}\n";
printf "Test result: n=%d V=%.2f p=%.3f\n", $r{n}, $r{V}, $r{p};

print " Verdict: $r{verdictj\n";

__END_ _

=headl NAME

mdist - test data for fit to exponential distribution with specified mean

=headl SYNOPSIS

mdist [--mean=I<m>] [--quantiles=I<qg>] [I<file>]

=headl DESCRIPTION

B<mdist> tests whether a random variable appears to be exponentially
distributed with mean I<m>. This information is useful in determining, for
example, whether a given list of operationally collected interarrival

times or service times is suitable input for the M/M/m queueing theory

model.

B<mdist> reads I<file> for a list of observed values. If no input file is
specified, then B<mdist> takes its input from STDIN. The input must

contain at least 50 observations.

The program prints the test hypothesis, the test results, and a verdict:
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$ perl mdist.pl 001.d
Hypothesis: Data are exponentially distributed with mean 0.000959673232
Test result: n=2 V=0.72 p=0.302
Verdict: Accept
The test result statistics [Knuth (1981) 39-45] include:
=over 4
=item I<n>
Degrees of freedom from the chi-square test.
=item I<V>
The "chi-square"” statistic.
=item I<p>

The probability at which I<V> is expected to occur in a chi-square
distribution with degrees of freedom equal to I<n>.

=back

B<mdist> uses a I<g>-quantile chi-square test for exponential
distribution, adapted from [Allen (1994) 224-225] and [Knuth (1981)
39-40]. Allen provides the strategy for divvying the data into quantiles
and testing whether the frequency in each quantile matches our expectation
of the exponential distribution. Knuth provides the general chi-square
testing strategy that produces a verdict of "Accept”, "Almost suspect",
"Suspect", or "Reject".

=head2 Options

=over 4

=item B<--mean=>I|<m>

The hypothesized expected value of the random variable (i.e., the
hypothesized mean of the exponential distribution). If no I<m> is
specified, then B<mdist> will use the sample mean of the input and
adjust the chi-square degrees of freedom parameter appropriately.

=item B<--quantiles=>I<qg>

The number of quantiles to use in the chi-square test for goodness-of-fit.
The number of quantiles must equal at least 2 if a mean is specified, and
3 if the mean will be estimated. The number of quantiles must be small
enough that the number of observations divided by I<g> must be at least 5.
The default is 1<g>=4.

=back

=headl AUTHOR

Cary Millsap (cary.millsap@hotsos.com)

=headl BUGS

Instead of estimating the distribution mean by computing the sample mean,
we should probalby use the minimum chi-squared estimation technique
described in [Olkin et al. (1994) 617-623].

=headl SEE ALSO

Allen, A. O. 1994. Computer Performance Analysis with Mathematica. Boston
MA: AP Professional

CRC 1991. Standard Mathematical Tables and Formulae, 29ed. Boca Raton FL:
CRC Press

Knuth, D. E. 1981. The Art of Computer Programming, Vol 2: Seminumerical
Algorithms. Reading MA: Addison Wesley

Olkin, I.; Gleser, L. J.; Derman, C. 1994. Probability Models and
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Applications, 2ed. New York NY: Macmillan
Wolfram, S. 1999. Mathematica. Champaign IL: Wolfram
=headl COPYRIGHT

Copyright (c) 2002 by Hotsos Enterprises, Ltd. All rights reserved.

9.4.4 Behavior of M/M/m Systems

The beauty of M/Mh is that using the model makes it possible to érpant with parameters that would be very
expensive to manipulate in the real world. In gestion, we'll examine a few interesting behavadrs!/M/m. These
model behaviors will help explain how to avoid soofi¢he undesirable performance behaviors thatygagal multi-
channel queueing systems. The result will be aetasnderstanding of the Oracle system you're fogithinking
about right now.

9.4.4.1 Multi-channel scalability

Of course, two CPUs are better than one. But why® énder what circumstances? An easy way to conakps the
answer is to use a sequence diagtaigure 9-12reveals the answer. On the system shown in&@abe first disk 1/C
call cannot return immediately to the single CPUJause that CPU is occupied doing other work. TthesCPU

request queues, which of course increases resgioreselhe system shown in caséas two CPUs. When the disk
I/O call returns, it finds CPUbusy, but CPYis ready and able to service the request, whistltin the eliminatio

of a queueing delay, which improves response tonéhe business function. Note the interestingotfté creating a
new bottleneck on the disk in cadse

Figure 9-12. More service channels (in this drawingCPUs) improve response times on busy systems by
reducing queueing delays

(a) (b)

CFU Disk cPu, (PU, Disk
_— }
Response time savings
1r_ R r f L r )
time time

This phenomenon of reduced queueing in systemslarngerm manifests itself clearly in the output of M/ivl/
Figure 9-13shows the performance effect of increasing thebmrrof parallel service channels. Although the iserv
time (S remains constant across all the systems repegsentthe figure, response tim&y are smaller at higher
arrival rates X) on systems with more service channety pecause there is less queueing deldy R - S).

Figure 9-13. Increasing the number of parallel service chargls provides greater capacity to arrivals requestig
service, which reduces response time at higher aual rates
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So, which is better, a system with a single vesg GPU? Or a system with> 1 slower CPUs? Most consultants
have the correct answer programmed into their RNAlepends.” But with M/Mh you have the tools to answer the
very good question, "Owhat?"

Figure 9-14shows very clearly that the "it depends" depentyg Bpon one variable: the arrival rate. For lowea
rates, aim = 1 system with the fast CPU will provide supeperformance. For high arrival rates, the- 1 system
will be faster. You can estimate the break—evermtﬁoeiOI by inspection if you plot the response time cutives tool

like you can find ahttp://www.hotsos.comif you want a more detailed answer, you could fineA value for which
the two systems' response times are equal by tlsénigterval bisection method shown earlier inlthenbdaMax
function of Example 9-20r you can comput)eeq symbolically with a tool likeMathematica

Figure 9-14. A computer with a single fast CPU prodces better response times for low arrival rates, i a
computer with four slower CPUs produces better respnse times for high arrival rates

MM, =30 vs, MUM/2, p= 20
R \

|

= ]1.7157

10 20 30 40

People who have tried both types of system notiedbehavior depicted irigure 9-14in very practical terms:

e A long nightly batch job runs faster on the systeith the single fast CPU. This result often surgsipeople
who "upgrade” from the single-CPU system to thetr@PU system. But when a single-threaded job runs
solo on a system, the arrival rate is low. It wilh the fastest on a fast CPU. The multi-CPU systessn't
provide reduction in queueing delay on a systerh wilow arrival rate, because on such a systens ikaro
queueing to begin with.

e The multi-CPU system provides better response timesline users during their busiest work houtssT
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result is due to the reduction in queueing thaudtirashannel system provides. Multi-CPU systemdesca
better to high arrival rates (such as those indigeldigh concurrent user counts) than single-CPifesys.

Naturally, the better system to purchase depends ap array of both technical and -technical factors, including
price, hardware reliability, dealer service, upgréldxibility, and compatibility with other systemBut the expected
peak arrival rate of workload into your system, ethis profoundly influenced by your system's conency level,

should definitely factor into your decision.

9.4.4.2 The knee

The most interesting part of the performance cigvis "knee." Intuitively, the location of the "&a in the curve" is
the utilization value at which the curve appearst&sting goingup faster than it goesut. Unfortunately, this intuitiv
definition doesn't work, because thgparentiocation of the knee changes, depending on howdyaw the curve.
Figure 9-15llustrates the problem. The graphs shown heréveoelifferent plots of the same response time eurv
The only difference between the two plots is theesof the vertical axis. The visual evidence pnése here is
overwhelming: clearly "these two systems have déffié knees." But remember, they are not two systémey are
plots of thesamesystem using different vertical scales.

Figure 9-15. Two views of the exact same graph ptetl using two different vertical scales. Intuitivey, it
appears that the knee in the top curve occurs g == 0.8 and that the knee in the bottom curve occur® the

right of p=0.9
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To visually seek the utilization at which the "giest bend occurs™ is thus an unreliable methodbfmating the knee.
Obviously, a useful definition of a system's "kneahnot rely upon an arbitrary selection of whicavang unit an
artist chooses for a plot of the system's resptmsecurve.

One author gets this point terribly wrong in hip@ePerformance Management: Myths
“’@ & Facts [Millsap (1999) 8]. The points he was trying tokeaare indeed relevant—there
in factis a knee in the response time curve, and in facktieedoesmove rightward as
you add service channels.

However, the author's definition kiiee(thep value "at which the curve begins to go “up'
faster than it goes “out') is unfortunately theiitite one that is debunked above. And the
manner in which he suggested that the knee migfdlb& (calculating the value pffor

which aR/ap =1, and so on) is just completely wrong. I'm sthia the author would be
very sorry if he knew.

A more suitable technical definition for the "kneg'this: thekneeof the response time curve occurs at the utitirati
valuep* (rho-star) at which the ratiB/p achieves its minimum value. Graphically, the lawabf the knee is the
utilization (p) value at which a straight line drawn through dhigin touches the response time curve in exactly o

point, as shown ifrigure 9-16 Many analysts consider the valpiethe optimal utilization for an M/Mh system,
because...

...it is usually desirable to simultaneously mirdeir (to satisfy users) and maximipgto share
resource cost among many users) [Vernon(2001)].

As we have seen, for utilization values to the défthe knee (fop < p*), we waste system capacity. After all, if we
running at low utilization, we can add workload aitit appreciably degrading response times. Faratiibn values
to the right of the knee (f@ > p*), we risk inflicting serious response time degton upon our users even for tiny
fluctuations in workload.

Figure 9-16. The knee is the utilization valu@* at which R/p achieves its minimum value. Equivalently, the
knee is thep value at which a line through the origin is tangento the response time curve

MM, g =10
R pt =03
i3
0.4
0.3
0.2
- . e p
0.2 4 0.6 R 1

The location of the knee in an M/M/system is a function solely af, the number of parallel service channels. As
we've seen, adding parallel service channels Wathaa system to run at higher utilization valueithaut appreciabl
response time degradatidfigure 9-17shows how the location of the knee moves rightviaittie utilization domain
as we increase the valuerof
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Figure 9-17. The knee value moves rightward in thatilization domain (p) as the number of parallel service
channels (m) increases

R MMmforu=1,m=1,2,8

0.2 0.4 G 0.8 1

The location of the knee for a given valuenofs constant, regardless of service rate. This pimemon is
demonstrated ifrigure 9-181In this figure, changes to the service raterfiotivate changes to response times (note
the differing labels on thR axis), but the shape of the performance curveaoation of the knee are the same fol
M/M/1 systems. Similarly, all M/M/2 curves sharsiagle shape and a single knee value. All M/M/3segrshare a
single shape and a single knee value, and so on.

Two curved; andf, can be said to have tsame shapé f,(x) = k f,(X) at everyx for

s some constark That is, two curves have the same shape if theybe made to look
‘. 4. identical by scaling one curve's vertical axis goastant.

Figure 9-18. The location of the knee is constandf a given m, regardless of the value of m. Undemoaditions
of service rate changes, the vertical position ohe curve moves, but neither the curve's shape nasiknee
location changes
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Because all M/Mh systems with a fixed value of have an identical knee utilization, it is possituereate a table
that lists the location of the knee for interestitadues ofm. Table 9-3shows the location of the knee for various
M/M/m systems.
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Table 9-3. The utilization valuep* at which the knee occurs in an M/M/m system depeis upon the value of

m
p* p*

1 05 32 0.86169
2 0.57735 40 0.875284
3 0.628831 48 0.885473
4 0.665006 56 0.893482
5 0.692095 64 0.899995
6 0.713351 80 0.910052
7 0.730612 96 0.917553
8 0.744997 112 0.923427
16 0.810695 128 0.928191
24 0.842207

Table 9-4gives further insight into the performance of MAvBystems. It illustrates how average response time
degrades relative to utilization on various MAivBystems. For example, if the average responseaimas unloaded
M/M/1 system isR = Sseconds, then the average response time will dedodR = 2S seconds (twice the unloaded
response time) when utilization reaches 50%. Resptime will degrade to four times the unloadegoese time
when utilization reaches 75%, andi¢émtimes the unloaded response time when utilizataches 90%. On an
M/M/8 system, response time will degradeRtle 4S seconds only when system utilization reaches $9%il These
figures match the intuition acquired by studying #ifects of adding service channels upon respiimgescalability.

Table 9-4. The utilization on M/M/m systems at whib response time becomes k times worse than the siery

time (that is, at which R = kS)

k m
1 2 4 8 16

1 0. 0. 0. 0. 0.

2 0.5 0.707107 0.834855 0.909166 0.950986
3 0.666667 0.816497 0.901222 0.947673 0.97263
4 0.75 0.866025 0.929336 0.963169 0.980984
5 0.8 0.894427 0.944954 0.971569 0.985426
6 0.833333 0.912871 0.954907 0.976844 0.988184
7 0.857143 0.92582 0.961807 0.980467 0.990064
8 0.875 0.935414 0.966874 0.983109 0.991427
9 0.888889 0.942809 0.970753 0.985121 0.992462
10 0.9 0.948683 0.973818 0.986704 0.993273

9.4.4.3 Response time fluctuations

Online system users who execute the same taskaodeover are very sensitive to fluctuations in oese time.
Given a choice, most users would probably prefesresistent two-second response time for an ontina bver
response time that averages two seconds per foraoles so by providing sub-second response for 35%
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executions and seven-second response time for 28%eoutions. You have perhaps noticed that onltzag-
systems, response times are mostly stable, buegnbusy systems, response times can fluctuatdywiltie
queueing model explains why.

Figure 9-19depicts the very small degradation in response {fnomR, to R)) of a multi-channel (i.em > 1) syster
as its utilization increases from to p,. Notice how theR, andR, values are so close together that their labels

overlap. However, to right of the knee, even a \&ry change in utilization frorp, to p, produces a profound
degradation in response time (fréato R,).

Figure 9-19. Left of the knee, response time is iassitive even to large fluctuations in utilizationput right of
the knee, even tiny fluctuations in utilization crate huge response time variances

R MM/
H-I ............................................................
R-I'- ..... ......................
: :’ HI P
£ pgop P4

As we learned in the previous section, mahannel systems can provide stable response tondsggher arrival rate
than single-channel systems can handle. The ertelbalability shown ifrigure 9-19s another illustration of this
phenomenon. However, the capacity of even the $argelti-channel system is finite, and when thévatrate
begins to encroach upon that finite limit of capagberformance degrades quickly.

By contrast, performance of single-channel systéaggades more smoothly, as showirigure 9-20 In this picture
response time clearly degrades faster to the dfjtite knee. However, in systems with few paraésivice channels
(i.e., with smalim), the degradation is distributed more uniformlsotighout the entire range of utilization values

than it is for systems with many parallel servibammels (i.e., with large).

Figure 9-20. Response time degrades more uniformtiiroughout the domain of utilization values on singg-
channel (and small-m) systems
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A single-channel queueing system is less scalable & similarly loaded queueing system with mudtigrvice
channels. That is, its knee is nearer to the logvadrihe utilization domain. But every system hdseae. Especially
on highly scalable multi-channel systems, oncedrixe workload past the knee, the system's usersdor a wild
ride of fluctuating response times.

Bad CPU Utilization Targets

| am reluctant to express gdodCPU utilization target" because CPU utilizatioraiside-effect of the
metric to which you reallghouldbe targeting: response time. However, avoidingesioad utilization
values can help keep you out of system performaockle.

e On batch-only application systems, CPU utilizatidtess than 100% is bad if there's work
waiting in the job queue. The goal of a batch-@ygtem user imaximized throughputf there'g
work waiting, then every second of CPU capacityiie is a second of CPU capacity gone
wasted that can never be reclaimed. But be canedglging CPU utilization at 100% over long
periods often causes OS scheduler thrashing, vdaicheducethroughput.

e On interactive-only application systems, CPU udifian that stays to the right of the knee ovgr
long periods is bad. The goal of an interactiver@ylstem user iginimized response time
When CPU utilization exceeds the knee in the respdime curve, response time fluctuationg
become unbearable. By leaving idle capacity orsyfs¢em, the system manager effectively
purchases better response time stability.

e On systems with a mixture of batch and interactieekload, your job is much more difficult,
because your users' performance goals are cortbadi©n mixed-workload systems, it is
important for you tqrioritize your workloads. If interactive response time isrenimnportant,
then you'll want to ensure that you don't drive QRilization too far to the right of the knee. If
batch throughput is more important, then you'llwant to waste as much CPU capacity to
provide response time stability to your less imaottusers.

| discuss a method for determining the optimal ometof batch and interactive workload in [Millsap
(2000b)].

9.4.4.4 Parameter sensitivity

Spreadsheet-based systems like Microsoft Excelvaltau to test whaif situations at a pace that Agner Erlang wc
have envied. Such whittests can save countless iterations through iemaitroller coaster rides with end users.
example, on very many occasions in my career, met® have engaged my services to determine whyferpeance
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improvement project has failed. Application of &M/ m queueing model in several of these occasions sl ed
me to explain quickly and concisely why some hamdwgpgrade didn't produce the desired overall perdoce
improvement. The queueing model has often leddofgrof assertions in forms like:

...This is why upgrading to 100% faster CPUs ditlproduce the desired performance improvement.
Furthermore, even if you could have quadruplechiimaber of these faster CPUs, yatill would not
have achieved the desired performance improveri@etonly way to produce the desired
performance improvement is either to reduce thebarrof times you use this function, or to reduce
the length of the code path that is executed winenuge it.

In cases like this, earlier use of the queueingehodght have averted the catastrophe that hadvatetl my
presence.

Using the M/Min queueing model in a spreadsheet teaches youvbigt mput parameter and every output paran
of the model is negotiable. The key to optimizihg performance of a system is to understand howahemeters
relate to each other, and to understand the ecaniampiact of the choices you can make about eacdnpeter. Each
of the following items describes a negotiable patmand some of the choices you can make about it:

The arrival rate\ is a negotiable parameter that can provide sicpnifi leverage to the performance analyst.
Many analysts fail even to consider negotiatingkhmad with end users; they assume that the amdumoik
that the business needs from the system is fixatlirBmany cases, a principal cause of system padoce
trauma is unnecessary workload. Examples include:

e An application sends scheduled alerts via emadhith user every two minutes, but each end user
reads alerts only twice a day. Thus, the arrivi far alerts could be reduced by a factor of I&fim
30 alerts per hour to 0.25 alerts per hour.

e A system with eight CPUs becomes extremely slovitfoonline users from 2:00 p.m. to 3:00 p.m. A
prominent workload element during this time petfi®d set of 16 reports (batch jobs), each of which
consumes about 30 minutes of CPU time. The repalitaot be read until 8:00 a.m. the next day.
Thus, scheduling the 16 batch jobs to run at miunigstead of online business hours would reduce
the arrival rate of CPU service requests by endagionserve about eight CPU-hours of capacity
during the 2:00 p.m. to 3:00 p.m. window.

e Accountants generate 14 aged trial balance repads day to determine whether debits properly
match credits in a set of books. Each 200-pagertrepguires the execution of 72,000,000 Oracle
logical read calls (LIOs), which consume about 30utes of CPU time. However, unbeknownst to
the users, the application provides a web pagectratell them everything they need to know about
out-of-balance accounts with fewer than 100 LIG=sug; the arrival rate of LIOs for this business
requirement can be reduced from about one billemday to about 1,400.

What is the fastest way to do something? Find atwayot do it at all. Many times, you can acconiplisis
goal with no functional compromise to the business.

max

It is possible that users will agree to compronaiseheir tolerance for spikes in response timegeiggly if a
small compromise in response time tolerance migté sheir company a lot of money. However, usefis wi
quickly tire of attempts to convince them that tisépuld be more tolerant of poor system performance
Unless it is absolutely necessary to find more thieg room, negotiating,,, is one of the last places you

should seek relief.
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As with negotiations abouf, ., users are likely to find negotiations abputhe proportion of response times
that must not exceedl, .., to be counterproductive and frustrating.

Although the numbeg of M/M/m queueing systems is technically a negotiable pat@amscaling an Oracle
application system across more than one databassr $& even with Oraclé®Real Application Clusters
(RAC), still a technologically challenging endeatoat is almost certain to cost more than a comditjon in
which the database runs on only a single host.

The numbem of parallel service channels in a system is nagt#i subject to physical constraints and
scalability constraints that are imposed chieflythyy operating system. For example, a given system
require that CPUs be installed in multiples of twp,to 32 CPUs, but a 32-CPU system may be only as
powerful as a theoretical system with 24 perfestiglable CPUs. Benchmarks and discussions withorend
scientists can reveal these types of data.

The service ratg is a hegotiable parameter that provides immenszdge to the performance analyst. Many
analysts' first impulse for optimizing a systentadsmprove (increasg) by providing faster hardware. For
example, upgrading to 20% faster CPUs should pmduCPU service rate increase on the order of 20%,
which can be enormously beneficial for CPU consgdiapplications.

However, what many analysts overlook is the everenraportant idea that service rate can be imprdyed
reducing the amount of code path required to perfaigiven business function. In Oracle application
systems, performance analysts can often achieespgar code path reduction by engaging in thie ¢as
SQL optimizationSQL optimization consists of manipulating somebmation of schema definitions,
database or instance statistics, configurationmatars, query optimizer behavior, or applicationrse code
to produce equivalent output with fewer instructi@m the database server.

Code path reduction has several advantages ovacitappgrades, including:

Cost

Capacity upgrades frequently motivate not onlyghecurement cost of the upgraded components, but
also increased maintenance costs and softwareséders. For example, some software licenses cost
more for systems with + 1 CPUs than they do for systems wit@PUs. Code path reduction for
inefficient SQL statements generally requires noartban a few hours of labor per SQL statement.

Impact

Code path reduction often provides far greaterrye to the performance analyst than capacity
upgrades. For example, it may be possible to doOBlg speeds only once every two years. It is
frequently possible to reduce code path lengthalsyofs of 105 or more with just a few hours of kabo
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Risk

Code path reduction carries very little risk ofntended negative side effects that sometimes
accompany a capacity upgrade. One possible sideteff a capacity upgrade is performance
degradationof programs that were bottlenecked on a devicerdtian one to which the upgrade was
applied [Millsap (1999)].

Working even briefly with a queueing model reveats/ eliminating unnecessary workload creates spelstacular
system-wide performance leverage. The two wayédintreate work are to eliminate business functidmat tdo not
legitimately add value to the business, and toiakte unnecessary code path. These "two" endeaverzally a
single waste-elimination task executed at diffetapérs in the technology stack.

9.4.5 Using M/M/m: Worked Example

A worked example provides a good setting for expphow to use the model and interpret its resuksicourage
you to step through the problem that follows whitgng the M/Mm queueing theory model (a Microsoft Excel
workbook) that is available attp://www.hotsos.comThe problem is a conceptually simple one, busalsition
requires an understanding of queueing theory.

Here is the problem statement:

An important SQL statement consumes 0.49 secon@®btf service time to execute. We anticipate
that each of 100 users will execute this stateratatrate of four times per minute during the sp&e
peak load. The Linux server is equipped with bo#éds allow installation of up to 16 CPUs. How
many CPUs will be required on this Linux serveouf goal is to provide sub-second CPU response
times in at least 95% of users' executions durgakgoad?

Let's go.
9.4.5.1 Suitability for modeling with M/M/m

The first thing you need to do is check whetherdystem under analysis is suitable for modelindp wie M/Mhves
[FCFS (or M/Mim for short) queueing model:

M/M/m/ea/FCFS (exponential interarrival time)

If request interarrival times (the duration betweerivals) are operationally measurable, then yiosir step is
to test whether the interarrival times are expaaéht using the program shown rxample 9-41f your
interarrival times are not exponential, then coasidodeling a smaller time window. For exampleCase |
of the restaurant example | described earlier ¢@peed here aBable 9-3, interarrival times are clearhot
exponential when regarded over the observatiomgdrom 11:30 a.m. to 1:30 p.m. However, interativ
times are much more likely to be exponential otiergeriod from 12:00 noon to 12:15 p.m.

Table 9-5. Two very different scenarios both leadotan expected interarrival time oft = 30 secon

Number of arrivals
Time interval Case | Case Il
11:30 a.m. to 11:45 a.m. 0 34
11:45 a.m. to 12:00 noon 0 28
12:00 noon to 12:15 p.m. 240 31
12:15 p.m. to 12:30 p.m. 0 37
12:30 p.m. to 12:45 p.m. 0 24
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12:45 p.m. to 1:00 p.m. 0 30
1:00 p.m. to 1:15 p.m. 0 32
1:15 p.m. to 1:30 p.m. 0 24
Average per 0:15 bucket 30 30

If request interarrival times aret operationally measurable (for example, becaussysEem has not yet be
designed), then you have to use your imaginattas.dlmost always possible to construct a timedeim in w
you can confidently assume that interarrival timésbe exponential (or, equivalently, that theeraff arrivals
Poisson). Let's assume for this example that thieads can be confirmed operationally as being Smis

M/M/m/ea/FCFS (exponential service time)

Similarly, you must ensue that service times appoarntially distributed, using the program showxamp
or by some other means. If your service times ateRrponentially distributed, then consider redefinyour :
unit of measure. For example, if you define yourse unit of measure asraport, but your reports range i
duration from 0.2 seconds to 1,392.7 seconds.gbert service times are probably not exponentibhrge y
service unit of measure to a particular type obreprhose service times have less fluctuation.gduce you
measure to a more "sub-atomic" level, by choosingitiof measure like the Oracle LIO.

In this example, let's assume that we have conéirbyeusing operational measurements upon a tettmayth
"important SQL statement” produces service timas dne exponentially distributed.

M/M/m/==/FCFS (h homogeneous, parallel, independent service chshnnel

The problem statement specifies that our servieaicdl of interest is the CPU on a computer runttiegLint
operating system. Because Linux is a fully symmetrultiprocessing (SMP) operating system, then menk
service channels to be homogenous, parallel, atependent. Some operating system configuratios, as
that use processor affinity, violate the CPU honmegty constraint. As you shall soon see, we wibahave |
account for scalability imperfections when we usrodel. We will end up using an M/iMimodel to forec
performance of a system with more tmaiCPUs.

M/M/m/e=/FCFS (no queue length restriction)

A Linux CPU run queue has no relevant depth coimfraso we're clear for takeoff on thes"attribute of the
M/M/m definition.

M/M/m/e=/FCFS (first-come, first-served queue discipline)

The standard Linux process scheduling policgdproximatelyfirst-come, firstserved. Even though the scl
algorithm permits process prioritization and setacfrom different policies (FCFS and rounabin), the M/N
model has proven suitable for predicting perforngapfcLinux systems.

9.4.5.2 Computing the required number of CPUs

The problem statement specifies that our job determine the number of CPUs required to meetticpar perforr
goal. We can set up the problem in the input adlihe Excel M/Mm workbook as shown ifable 9-6 You will entt
values from thé&/aluecolumn into the yellow cells of thdultiserver Modeworksheet of th&iMm.xlsworkbook.

Table 9-6. Queueing model input parameters
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Name Valuea Explanation
jobunit stmt The focal unit of work specified in the problemtstaent is "an important SQL statemen
. . Both the response time tolerance and the SQL seatesrCPU service time are expressed
timeunit | sec .
in seconds
ueueunit | system The problem specifies that we are searching fontireber of CPUs that we will need to
q Y install in a single system.
serverunit| CPU The server unit in the problem statement is the CPU
_ "We anticipate that each of 100 users will exethi® statement at a rate of four times pgr
A =100*4/60 | . X ' "
minute during the system's peak load.
r 1 The goal is to provide response times less thasecOnd ("...provide sub-second CPU
max response times").
ol 1 The problem statement specifies that we are tesasssingle system.
m 1 The number of CPUs per system is the value thareeseeking. We can enter the valug 1
into this cell, because we shall seek shortly feuitable value.
—1/0.49 "An important SQL statement consumes 0.49 secoh@®U service time to execute.”
H ' Therefore, the service rate is 1/0.49 statementsguond.

Once we load these values into the workbook, wetsgea configuration with only one CPbh € 1) will definitely
nothandle the required workloaBigure 9-2).

Figure 9-21. A one-CPU system will produce sub-sead response times in zero percent of cases on atsys
with A = 6.667 stmt/sec angh = 2.041 stmt/sec. Note that the high arrival ratand comparatively low service
rate would drive CPU utilization to 326.7%, a valuethat is possible only in theory
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E2 Microsoft Excel - MMm v3.1eads ' =0 =|
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1 Queueing Theory Multiserver Model
2 MMm 3.1e (S003/03/11)
3 |Copyright i 1999-2003 by Hotsos Enterprises, Lid, all rights resarved
|
5 narme valey valisy unit desoription
B
T | sobuni stmt wiorkload unit (sngular)y
8 | nmeunt geC time it (3ingular)
O | quaLset syEiem gLz unit (zingular)
10 | sarvarunt CP service chanmel unit (singular)
11 | sarviceunit sec/stmt s=rwice unit
12 | troughoutunt stmifsec throughput unit
13
14 |1 66660067 O.06600667 stmtfsac average arival rate into the systiem
15 | Fanne 1 1 secstmt maximum tolersted responss time
16
17 |g 1 1 system rumber of systerrs
18 |m 1 1 CPUfsystem  mumiber of CPUS per syatem
19 |u 2.04081633 2.04081633 stmttsac e a8 SErvice rate
20
21 |cobor cocke graph color and shape coda
22 | mode! 1% MM 1x MM Kerdall notation
23 o Z26.7% 326.7% average tilization per CPU
M| s 0.490000  0.490000 secfetmt SWErage Bervice ime
25 | +IMNFTY +IMFTY sec/stmt average queweing delay at specified 1
26 A +INETY HINFTY sec/stmt average response time at specified 4
2T | ) I ‘l zatisfactions % Of Jobs with & £ Frg at specified 1
28 (1 - EDF(rm) dissatisfactions % of jobs with & > rip,, at gpecified 1 -
W 4 b b Constants b Multiserver Model |4 | 1l
Peady

The model predicts that if we equip our system witly one CPU, then keeping up with the 6.67 statesper
second coming into the system would require anaaeeCPU utilization of 326.7%. It is of course immpible to run
CPU utilization to more than 100%. In reality, sichystem would sit at 100% utilization foreverrials would
enter the system faster than it can process thansjrg the system's queue length to grow contiy@unsl without
bound. However, this statistic does give us a thaéwe would need to configure our system witleast four CPUs
just to provide any chance of the system's keepmgith its workloac

The MMm workbook conveniently provides two columnsiig, andvalug) that enable us to see the behavior of
systems side-by-side. If you try the model usimg 4, you'll see the results shownFigure 9-22

Figure 9-22. Using four perfectly scalable CPUs wad cause the system to meet the performance targiet
64.9% of cases
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An ideal four-CPU system would produce an averageanse time of 0.908787 sec/stmt. However, walréns
trouble, because this configuration will providésecond response time in only 64.922% of execsitifrthe
statement. The original specification required sabend response time in 95% of executions duriag fmad.

Let's see the theoretical best performance thdtldmppen with the number of CPUs in the machin¢osthe
maximum ofm= 16, as shown iRigure 9-23 1t turns out that this project is in big, bigutde. Even with the numb
of CPUs set tan= 16, it is impossible to create user satisfactidth a subsecond response time expectation in n
than about 87% executions of the statement. Yourgahe model yourself: even if we could crankthp
configuration tom = 1000, this systerstill wouldn't be able to provide satisfactory perforoeaim more than about
87% of executions.

Figure 9-23. Even with sixteen perfectly scalable BUs, this system can meet the performance target only
87% of cases
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9.4.5.3 What we can learn from an optimistic model

Note that the M/MVm model will allow you to hypothesize the existemésystems that cannot exist in reality. You
could, for example, model a perfectly scalable @;Q®U Linux system, or even a perfectly scalab@P1J
Microsoft Windows NT system. No matter how preposts the input values you enter, the queueing madiel
faithfully report to you how a perfectly scalablgpothetical system of this configuration would penh. In fact, the
model doesn't actually even know whether you ardetiiog computer systems, grocery stores, or taltha It is up
to you to decide whether the system you're hypathmegis feasible to construct. The M/M/ueueing theory mode
used like we have described heregpsimisticbecause it omits any understanding of real-lifeibes to scalability
other than the effects of queueing.

The upshot of this understanding is significanthl§ queueing theory model tells you that sometkhaBn be done,
then it's possible that you still mightt be able to do that thing. You can, after all, tel model that you can cram
1,000 CPUs into a Linux box, and that all this cdtyawill operate full-strength, no problem. Howey# this
queueing theory model tells you that somettdagnotbe done, you can take that advice all the wahedtank. If al
optimistic model advises you that something is isgdole, then its impossible.

) The M/M/m model implemented in my Excel workbookoigtimisticbecause it omits any
understanding of real-life barrier to scalabilither than the effects of queueing.
Consequently, for the model to advise you that $himgcanbe done doesot constitute
a proof that your project will succeed. However,tfte model to advise you that
somethingcannotbe donas sufficient evidence that you cannot do it, as lasg/our
input assumptions are valid.

=
L.
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Our model has told us that no matter how many CR&might add to our hypothetical configuration, wié never
be able to meet the performance criterion that 8b%tatement executions must finish in sgwond time. This mig
sound like bad news for the project, but it's imsey better to find out such an unpleasant truthguan inexpensiv

gqueueing model than to watch a project fail inespit vast investments in attempt to make it succeed

9.4.5.4 Negotiating the negotiable parameters

So, confronted with news that our project is dooywetht can we do? One more hidden beauty of qugukeory is
that it reveals exactly which system manipulatitmsdeled as M/Mh parameter changes) might make a positive

performance impact. | listed the negotiable paransdor you earlier irsection 9.4.4.4An analysis of those
negotiable parameters for this example should delu

Number of systemq, and number of CPUs per system

First, we can investigate a curious output of tlueleh to understand why adding CPUs doesn't seem to
increase the response time CDF beyond about 87&mnibdel shows that even a hundred systems with a
hundred CPUs each will not produce satisfactorgoase times for the statement more than about §itieo
time.

The reason is that the service time in an Miividodel is a random variable. Although tneerageservice
time is a constant, actual service times for amgiype of function fluctuate from one function tetnext. For
example, two identical SQL queries with differinigdb values in avhere clause predicate might motivate
slightly different LIO counts, which will motivatgifferent CPU service times. By increasing the nanf
CPUs on a system, we reduce only the average qugedelay \W) component of response tinle £ S+ W).

If the average service time alone is sufficientyanthe response time tolerance, then random #tiotws in
service times will be enough to cause responsettneeceed the specified tolerance for a potegtiall
significant proportion of total executions.

There is virtually no benefit to be gained by usingre than about six CPUs for this problem's imgarSQL
statement.

Average arrival ratel

http://safari.oreilly.com/?x=1&mode=print&sortKey=title&sortOrderc&siew=&xmlid....

Does the business realged100 users each running the important statementifoes a minute? It is a
legitimate question. In many situations, the bgstesn optimization step to perform first is to iealthat the
users are asking the machine to do more work thagers could even use. For example, polling a
manufacturing process and generating a user gled four times a minute is senseless if the usgetting
his job done perfectly well by reviewing alertsyohce an hour.

If the average arrival rate at peak load in oubpm could be reduced similarly, from:

; 4 -
A =100— = 6666667
6l

statements per second to:

. 1 PR
A =100 = 0027778
RN

statements per second, it would reduce the workiesetrated by this statement by a factor of 24@.rekult
would be a significant scalability benefit. The tgys would require only one CPU to produce satisigct
response times for 87% of the statement's exeaution

Because the arrival rale= A/T is a ratio, there arsvo ways that you can reduce its value. One way is to
reduce the numeraté;, the number of arrivals into the system, as luggested already. Another way is to
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increase the denominat®dy the time period in which the system is requit@dlbsorb the specified number of
arrivals.

Reducing the average arrival rate can enable usd@ less expensive system, but we would stik Isavne
work to do. None of the changes described so flinverease the proportion of satisfactory experesnwith
the important statement to 95%.

Response time tolerancg, ., and success percentfe

Does the business really need for the importatéstant to deliver response times less than onend@dooe
the success percentile really need to be 95%7? Beasking these questions out loud, because thetseups
inquiries breed suspicion. Users often considesdltpiestions to be non-negotiable, but it is ingrdrto
understand that making these questions non-neg@iiaposes some cost constraints upon your systamn t
your business might consider non-negotiable. Famgte, enduring 100 additional seconds of resptimse
delay per day to save $100,000 per year is prolablyod tradeff. If the business in this problem can aff

to relax its 9 percentile response time tolerance tg = 1.5 seconds, then you could deliver the required

performance for the originally stated arrival rétez 6.666667 stmt/sec) with six CPUs. If we couldals

negotiate the arrival rate reduction mentioned ipresly, toA =~ 0.027778 statements per second, then you
would need only one CPU.

Average service raiy

Here is where you can achieve the most extraorgipassible performance leverage without requirhmy t
users to compromise their functional or performagmestraints. You've probably heard that SQL tuning
offers high payoffs, but it would be nice to knoawhhigh before you embark upon a SQL tuning exjpadit
The model can tell you the answer.

If you could, for example, improve the service tiofehe important statement from 0.49 seconds3&2Zb
seconds, you would improve the service rate foistatement fronp = 2.04 stmt/sec tp = 3.2 stmt/sec. If
you could improve your service rate just this mublen you could meet the origing|,, = 1.0 requirement in
95% of statement executions, with just four CPfgol could improve average service ratg¢ite 10
statements per second (for example, by optimiziQg & reduce average service time to 0.1 secokiu),
you could meet the original performance requireme&vith justoneCPU.

| believe that the greatest value of the MiMjueueing model is that it stimulates you to agkright questions. In
this example, you've learned that it is futile t@ethink about using more than six CPUs' worth of capaoityun the
important statement. You have learned that by negeg a more liberal . value with your users, you can gain a
little bit of headspace. But until you can reduitber the rate at which people run the importaateshentX), or
reduce the service time of the statemé&nt (L), you're going to be stuck with a system thatest lbarely meets its
performance target.

9.4.5.5 Using Goal Seek in Microsoft Excel

Microsoft Excel provides &oal Seekool that makes it simple to answer many of thestjons we've discussed in
this section. It allows you to treat any model atitpalue as an input parameters. For example, astushyou want

to determine what average service rate would beimedjto drive response time satisfactions intoaB& percentile
for a fixed value ofn.

You can set up the problem this way. First, entearditrary constant value for In Figure 9-241 have entered the
value 1. Next, select tHBools==* Goal Seeknenu option to activate the goal seek dialoghasva inFigure 9-25
The goal is to se€DF(r,,,,) to the value 95% by changing After accepting the result of the goal seek opena

Figure 9-26shows that using the vallutez 10 produces the desired result.
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Figure 9-24. To find whatp value we need to drive CDF(f,,,) = 95%, we first enter an arbitrary constant

value for p
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Figure 9-25. Our goal is to set CDF(r ) to the value 95% by changingi

Goal Seek 2 x|
Set cell: |$E$2? = ]

To value: =0
By changing cell: |$E$l§l "]

[T ] o |

Figure 9-26. After accepting the goal seek solutigour worksheet shows that the valu@ =10 produces the
desired CDF(r_.. ) value

I"m ax:
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9.4.5.6 Sensitivity analysis

The quality of your response time predictions wdly in proportion to the quality of the feedbaokp that you use
to refine your forecasts. Lots of people get the teembers right when | present them with a queueiogel and ask
them to solve a carefully prepared story probleot. y®u need to resist the temptation to stop thigkivhich begins
when your model "produces the answer." When thevansomes out, you need to devote a bit more tontke very
important task of sensitivity analysis that 99%pebple trying models for the first time will hakatly fail to do. The
remainder of this section illustrates some key {oirfi error analysis for my continuing example.

In addition to the model's output, you must consgieral other factors:

Physical constrain

Of course, it is not possible to install part d@BU. The number of CPUs you install in a systemtrhasa
whole number. Some systems may require a whole aupfipairs of CPUs. Physical constraints of course
also restrict the maximum number of CPUs that eambtalled in a system.

Scalability imperfections

The queueing model knows nothing about scalabitifyerfections that might prevent a system witPUs
from delivering the fullm CPUs' worth of processing capacity. For examplget six full CPUs' worth of
processing from a Linux server, we might need statheight or more CPUs. Using the Microsoft Wingo
NT operating system, it might be impossible to aurie a system that provides more than two full &1
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worth of processing capacity, no matter how many e chassis might accept. It is up to the peréorce
analyst to determine the impact of scalability imipetions that prevent a remCPU system from actually
deliveringm CPU's worth of system capacity.

Other workload

Although the problem statement mentioned only gleiSQL statement, the system will almost certainly
require the execution of several other workload ponents. Thus, the way to interpret this modeltpwiufor
this particular problem statement is to concluag,tfiThe processing capacity required to suppetréspons
time requirements of this SQL statement is abaubbe than the number of CPUs required to suppbthel
other load on the system."”

Other bottlenecks

The problem statement focuses our attention exalysupon theCPU capacityrequired to fulfill our
response time expectations. But what about othiemgial bottlenecks? What if our SQL statementalto
response time is impacted materially by disk owoek latencies? While it is possible to model every
resource that participates in a given function,imining the complexity of the model often maximizbe
model's usefulness. If any resource other than SR¥pected to consume the bulk of a function'porese
time, then it is reasonable to inquire whetherrdason is legitimate.

Changes in input parameters

In school, students are often encouraged to betlevassumptions set forth in a neatly packageblgm
statement. Successful professionals quickly leaaherrors in problem statements account for Sicant
proportions of subsequent project flaws. How carpvegect our project from the untrustworthy assuons
documented in the project plan? By assessing tpadtrof assumption variances upon our model. ghidte
impact upon our result if one or more of the asgionp laid out in the problem statement is inactuioa is
simply bound to evolve over time?

Overall system performance is very sensitive tcmexary small variances in average service nateafd
average arrival rate\]. The model reflects this. The very property thiadlows these parameters with such
leverage upon overall performance makes the madgblyhsusceptible to errors in estimating them. For
example, overestimating a function's average seméte by just 1% can result in a 10% or worse
underestimate in a loaded system's average resfiorese Factors that are likely to cause variamecesor A
include:

e Invalid testing. Classic examples include testsymeably designed to emulate production database
behavior, but which are conducted using unreasiljicsimple product setups or unrealistically
miniscule table sizes.

e Changes in data volume, especially for SQL quevitesse performance scales linearly (or worse) to
the sizes of the segments being queried [Mills&012)].

e Changes in physical data distribution that mighkenan index become more or less useful (or
attractive to the Oracle query optimizer) over tifiisap (2002)].

e Changes to function code path, such as SQL chanwgaghema changes motivated by upgrades,
performance improvement projects, and so on.

e Changes in business function volume motivated lopiaitions or mergers, unanticipated successes or
failures in marketing projects, and so
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If uncontrolled variances in sensitive input parteneare likely, then you should take special tarensure
that the system configuration you choose will peéiméxpensive capacity upgrades (or downgradesh Wi
knowledge of input parameter sensitivity, you \Willow which input parameters to manage the mosture
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Book: Optimizing Oracle Performance
Section: Chapter 9. Queueing Theory for the Oracle Practitioner

9.5 Perspective

Performance modeling is a complicated subjectpihthat this chapter helps you understand the tdéaby. But
even more importantly, | hope that you can morecustdnd the constraints of performance. I've metyma
performance analysts that pitted themselves isiadobattle against immutable laws of nature. leheanstructed th
chapter to help prevent you from falling into tleere traps. For a reasonably complete final persech the
chapter, | offer you the following points:

e Trial-and-error is an inherently inefficient, expensive, amieliable performance optimization method. W
a system meets the constraints required for usmgthematical model, it is much more efficient &sé®
performance optimization decisions upon the model.

e Response time is virtually the only performancerioghat end users care about. To the user, resgons is
the duration between the issuance of a requestheneturn of the first byte fulfilling that reque3o the
queueing theorist, response time equals service pios queueing delay. We can reduce responseettirer
by reducing service time, or by reducing queueieigyl

e On busy systems, response time degrades becagseuding. You can reduce queueing either by reducin
workload, or by reducing service times. Performaatalysts often forget that workload reductionfisemma
legitimate business option. A mathematical queueiogel helps the analyst understand the economic
tradeoffs required to meet both the functional pedormance goals of a business.

e The M/M/m queueing model is a well-researched, well-testedahfor predicting performance of systems
whose interarrival times and service rates are mepiially distributed. Many Oracle systems mees¢he
criteria. This chapter provides a full Microsoftdek implementation of M/Mh, a Perl program to test
whether a sample appears to be taken from an erpaheistribution, and detailed instructions faing the
model in an Oracle project.

e One of the most important virtues of using a quegienodel is that it structures our thinking ab@asgponse
time. It reveals the concrete mathematical relatigmamong the parameters of workload, service aaig
expectations. Furthermore, it highlights the notioait the way to optimize tHamusiness valuef a system is t
considerall of these parameters to be negotiable.

e Our worked example showed a common business casenario in which even though CPU is the system's
bottleneck, adding CPU capacity doesn't help tladyahmeet the system's performance requiremehts. T
model in this example reveals what it often rev@algality: that the most economically efficienayto
improve the performance of a system is to elimingteecessary workload. The two principal ways to
eliminate unnecessary workload are to avoid unmecgdusiness functions, and to reduce applicaole
path lengths.

e The M/M/m queueing model ignores a number of factors trep#rformance analyst must take into
consideration. For example, the model assumesgiexdalability across ath service channels. The model is
in several ways optimistic. An optimistic model tifiarecasts poor system performance jsaof that the
modeled configuration will suffer poor performariceeality. However, an optimistic model that prods a
positive verdict does not prove that the modelatfigaration will perform well in reality; some unadeled
scalability barrier can still ruin the performarafeyour project.
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Book: Optimizing Oracle Performance
Section: Chapter 9. Queueing Theory for the Oracle Practitioner

9.6 Exercises
1. Use the M/Mm queueing model to verify all of the results of ewarked example.

2. The designers of the new international terminghatMillsap International Airport (MQP) in Millsag.exas
have solicited your help in optimizing customemp@sse time. Each new state-of-the-art ticket caunii
host six ticket agents. The airport designers yeed help determining whether they should set uplong
snaking queue to feed customers to all six ticgenés (an M/M/6 configuration), or six shorter gird
queues that each feeds one agent (a configurdtisin mdependent M/M/1 systems). Use the Mi#M/
gqueueing model to determine which configuration ldqrovide faster customer response times.

3. A customer has a choice between purchasing twerdifit types of computers. Modé¢lhas one CPU that's
capable of executing 40,000 Oracle logical read®$) per second. Modél has four CPUs arranged in a
symmetric multiprocessing (SMP) organization, kathreCPU is capable of executing only 15,000 Oracle
LIOs per second. Which computer should the custdmg?

4. Write a program to retrieve interarrival times frgwur batch queue manager. Are the numbers expatgnt
distributed? Can you find exponentially distributedsets of your data by restricting the prograsnsvhich
you collect interarrival times? Can you find expetigly distributed subsets of your data by resimig the
times of the day for which you collect interarrivimhes?

5. Does your batch queue manager allow you to medsigeservice times for your jobs? For example afor
given job, can you determine how much CPU timgabehas consumed? If it is possible, write a progta
retrieve service times from your batch queue manage the numbers exponentially distributed? Caun y
find subsets of the data that are exponentiallirilisged? If your batch queue manager does notitduge
service times, how might you go about collectingnti?

6. An investments brokerage firm has purchased anl®©&server license and plans to design and buildstom
application to manipulate investment trade transast No code has yet been written, but the busines
requirements dictate that an emskr receive a query result or transaction confiomawithin three seconds
pressing a key to execute the action. The firm etgoi® process 30,000 transactions per continefg8al
business day, with a peak processing rate of @G#ctions in a five-minute period. A businessiddpe
continental USA spans from 8:00 a.m. Eastern timeugh 5:00 p.m. Pacific time (8:00 a.m. Pacifiodiis
11:00 a.m. Eastern time). There are an estima@DZrokers who will have online access to the agstem.

All users are connected to the database server eamplicated system involving LAN links, termirsarvers
and a transaction processing monitor. After dedgdiime for client-side presentation managementyouk
response time, and TP-monitor processing, the mydesigners estimate that out of the thseeend respon:
time tolerance, the time left over for Oracle Seimgerations for each transaction is about a seaadd hall
as shown imrable 9-7

Table 9-7. Response time requirement for an investemts brokerage firm

Max. allowable response time (sec) Execution phase

1.500 Oracle Server response time

Parse, bind, execute, fetch, etc.

1.500 Total non-Oracle response time

Client-side presentation management
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Network response time

Transaction processing monitor

3.000 Total response time

7. The client needs advice about hardware and apjglicatchitecture. Specify a hardware architectue a
corresponding transaction performance target tilaguide the design and development of applicat@plL
that will meet this brokerage firm's performancguieements.

8. Use M/Mimto model response times of an important busingsstibn in your system. Manipulate the model
parameters until the model reliably forecasts mesdde present-day performance behavior. For exarifple
you have a 10-CPU system with over 100 distinctriass functions, experiment with the model as if had
only a part of one CPU dedicated to a single sjuelsifsiness function. What happens when you dathigle
arrival rate of that function? What if you couldgrnove the service rate for that function by a factfol0%?
What would happen to the performance of that fumcii you could double the amount of CPU capaciy y
could dedicate to it? Aside from hardware upgradést are some ways that you can increase the ambun
CPU that could be dedicated to a given businesstifunt

URL http://safari.oreilly.com/059600527X/optoraclep-CHP-9-SECT-6
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Book: Optimizing Oracle Performance
Section: Part III: Deployment

Chapter 10. Working the Resource Profile

As | illustrate inChapter 1response time optimization is a routine partwhlns' everyday lives. The foundation of
response time optimization is the commonsense mdiomalized by Gene Amdahl, that improving theyést
component of response time creates the greatesttopfty for response time improvement.

Recall the resource profile format, also introduite@hapter 1which is shown again iBxample 10-1Response
time optimization is so "built into us" that mostqple—including users and business managers wiglerformance
analysis training—can understand a resource praitle very little effort. Technical and non-techai@udiences
alike never fail to respond correctly Esxample 10-within ten seconds of seeing the data:

| don't know what those two "SQL*Net" things aret kwhatever they are, they're consuming nearly
three quarters of the report's total duration. WiaatseSQL*Net message from client andSQL*Net more
data from client?

This is exactly the right way to attack the probl@usiness managers and users to whom | showxaiege are
routinely confused about how professional perforoeaainalysts could have gone for three months betiethat latcl
contention and CPU capacity were the root caus#soperformance problemExample 10-1s the same Oracle
Payroll performance problem that | describ€hmapter 1) Of course the answer is that the performancéysiseon
this project spent three months looking at the \grdiagnostic data.

Example 10-1. Technical and non-technical audiencedike make sense quickly of the resource profileofmat

Response Time Component Duration # Calls  Dur/Call

SQL*Net message from client 984.0s 49.6% 95,161 0.010340s

SQL*Net more data from client  418.8s 21.1% 3,345 0.125208s
db file sequential read 279.3s 14.1% 45,084 0.006196s
CPU service 248.7s 12.5% 222,760 0.001116s
unaccounted-for 27.9s 1.4%

latch free 23.7s 1.2% 34,695 0.000683s

log file sync 1.1s 0.1% 506 0.002154s
SQL*Net more data to client 0.8s 0.0% 15,982 0.000052s
log file switch completion 0.3s 0.0% 3 0.093333s
enqueue 0.3s 0.0% 106 0.002358s
SQL*Net message to client 0.2s 0.0% 95,161 0.000003s
buffer busy waits 0.2s 0.0% 67 0.003284s

db file scattered read 0.0s 0.0% 2 0.005000s
SQL*Net break/reset to client 0.0s 0.0% 2 0.000000s
Total 1,985.4s 100.0%

My favorite performance improvement epigraph cofnesn, of all places, an instructional book aboulf {@elz
(2000) 215]:

There's nothing worse than working hard on the grihing, expecting improvement from it, then
ending up with nothing.

Resource profiles are superb at telling yhatyou need to fix whether you kndwowto fix it or not. They help you
avoid the common Oracle tuning pitfall of fixingetthing you know how to fix without regard to whetlyour work
will make any difference.
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Book: Optimizing Oracle Performance
Section: Chapter 10. Working the Resource Profile

10.1 How to Work a Resource Profile

Although most people seem to innately understaaadahource profile format, some formal guidelinggally help
people make the most efficient use of the infororatiAfter analyzing several hundred resource msfilince the
year 2000, my colleagues and | have refined ouragm into the following guiding principle

e Work the resource profile in descending order spomse time contribution.
e Eliminate unnecessary calls before attempting doce per-call latency.

e [f a response time component is still prominentrayou have eliminated unnecessary calls to theures,
then eliminate unnecessary competition for theusso

e Only after eliminating unnecessary calls to a reseand eliminating unnecessary competition for the
resource should you consider increasing the capatthe resource.

These guidelines have consistently helped us tdyzm effective optimizations quickly. The followisgctions
describe the guidelines in detail.

Dave Ensor's "Three Approaches" Model

In public appearances, my friend and fellow O'Reillithor Dave Ensor has noted that there are thrge
approaches to repairing a response time problenspécified resource:

e Thecommercial approacks to add more capacity. This approach indeedroptis net profit,
return on investment, and cash flow. Unfortunatelisually optimizes these three measuremgnts
only for your vendors . . . not for you.

e Thegeek approacils to fiddle with configurations and settings qid/sical layouts and anythi
else that might be "tuned" to provide some reduditiorequest service times. When per-call
latencies are really bad, the technician's compnlg "tune” those numbers can be irresistible.
This kind of tuning is Most Excellent Fun for theek in all of us. The best thing is that it kee
us so busy-looking that we can avoid doing a lattber things that might not be fun at all. BU
unfortunately the effort often results in lots imfi¢ invested in return for no noticeable impact
The ultimate test of relevance is Amdahl's Law.

—_ O
2]

e Thesmart approachs to reduce the calls to the resource. The quesicomesowto do this.

If you've met Dave or watched him speak, you willerstand why, actually, | quite admire Dave fahi
restraint in how he has named the three approaches.

10.1.1 Work in Descending Response Time Order

It is easy to work with a resource profile thas@sted in descending order of response time cauttoib. You simply
use the data in top-down order. The top-line respdime consumer is the resource that providegrietest
performance improvement leverage. Remember Amdads the lower an item appears in the profile, ltes
opportunity that item provides for overall respotisge improvement.
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Example 10-Zhows a resource profile that was created forgetad user action on a system with "an obvious dis
I/0 problem.” The 1/0O subsystem was occasionalbvjaling single-block I/O latencies in excess ofl&econds.
Most technicians would deem single-block I/O lateagreater than 0.010 seconds to be unaccepidi#eones
produced by this system were fulixty times worséhan this threshold.

Example 10-2. A resource profile created for a targted user action on a system with a known disk /O
performance problem

Response Time Component Duration # Calls  Dur/Call
CPU service 37.7s 68.9% 214 0.175981s
unaccounted-for 8.4s 15.4%

db file sequential read 5.5s5 10.1% 568 0.009630s
db file scattered read 2.1s 3.8% 89 0.024157s
latch free 0.9s 1.6% 81 0.011605s

log file sync 0.1s 0.2% 3 0.026667s
SQL*Net more data to client 0.0s 0.0% 4 0.002500s
file open 0.0s 0.0% 12 0.001667s
SQL*Net message to client 0.0s 0.0% 58 0.000000s
Total 54.7s 100.0%

However, the resource profile for this targeted astion indicates strongly that addressing thk H® problem is
not the first thing you should do to improve respwtime for the action. The only response time comepts that
better 1/0 performance will impact are titefile sequential read anddb file scattered read line items. Even if you could
totally eliminateboth these lines from the resource profile, respdime would improve by only about 14%.

) Ironically the I/O subsystem "problerdid impact the performance of the program
profiled in Example 10-2Evidence in the raw trace data revealed that singge-block
w) #.  1/O calls issued by this user action consumed azhrnas 0.620 seconds apiece. But even

' this knowledge is irrelevant. For this user actitwe, upside of fixing any I/O subsystem
problem is so severely limited that your analysid eepair time will be better spent
somewhere else.

10.1.1.1 Why targeting is vital

Now is a good time to test your commitment to Meltio You might ask, "But fixing such a horrible Iffooblem
would surely providesomebenefit to system performance...." The answdras yes, fixing the 1/O problem will in
fact providesomebenefit to system performance. But ivital for you to understand that fixing the 1/0O probleati
not materially benefithis user action (the one corresponding to the resqunafde in Example 5-2and that the
business was desperate to improve). Understankisigstvital for two reasons:

e Any time or materials that you might invest intgirfig the "I/O problem" will be resources that yanaoot
invest into making material performance improversdatthe user action profiled Example 10-2If you
have correctly targeted the user action, then wgrkin an I/O problem will be at best an unprodwctiv
distraction.

e Fixing the I/O problem can actualiegradethe performance of the user action profiledtirample 10-1This
is not just a theoretical possibility; we see tigjge of phenomenon in the field (s€bapter 12 Here's one
way it can happen: imagine that at the same tinteeagser action profiled iexample 10-Iuns, several
other programs are running on the system as waithér imagine that these programs consume a IGP&f
capacity, but they presently spend a lot of timewsad for service from the slow disk. To removedis&
queueing delay for these slow processes will algtirstiensify competition for the CPU capacity conmgtion
that presently dominates our targeted user actiesfgonse time. In this case, fixing the 1/0O probisill
actually degrade the performance of the targetedargion.

Yes, fixing the I/O problem will provide some panftance benefit to those other programs. But if lyave
properly targeted the user actionEofample 10-Zor performance improvement, then fixing the I/@igem
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will degrade performance in an important actiotraude for improving the performance of user actitas
are less important. This result is contrary togherities of the business.

For both reasond, you have properly targeted the user action degiict&xample 10-2then working on the "I/O
problem" is a mistake. If the user action is npt@per target for performance improvement, thenlyaxe not
correctly done the job that | describeddhapter 2

10.1.1.2 Possible benefits of low-return improvemes

Having said this, it is possible that the most ernitally advantageous first response to a resquiafde is to
address an issue that is not the top-line issueekample, imagine that the 1/0 subsystem probléExample 10-2
could be "repaired” simply by deactivating a paitée long-running, disk-1/0 intensive report thahs every day
during the targeted user action's execution. Imeatiat the fix is to simply eliminate the repodrfr the system's
workload, because you discover that absolutely dgliothe business ever reads it. Then the problespair—
simply turning off the report—is so inexpensive thati'd be crazy not to implement it.

Mathematically, the return on investment (ROI) oime repair activities can be extremely high becawea though
the returnR is small, the investmentis so small thal/| is large. It happens sometimes. However, reahtiaetigh
ROl is not your only targeted goal. My finance msgor, Michel Vetsuypens, once illustrated thiscept by tossing
a five-cent coin to a student in our classroom. Staelent who kept the nickel enjoyed a nearly itdiRROI for the
experience—it cost virtually nothing to catch théncand the return was five cents. Although it \wasbably the
highest-ROI event in the student's whole life, @firse adding five cents to his net worth produged\eerall impact
that was completely inconsequential. This stonysilitates why it is so important that your perforoeimprovement
goal include the notions ofet profitandcash flowin addition to ROI, as | describe @hapter 2

- This story also illustrates the fundamental flawaifos: they conceal information about
: magnitude.

" 5
[ 1

10.1.2 Eliminate Unnecessary Calls
A well-worn joke in our Hotsos Clinic classroomdtfigs one:

Question What's the fastest way to @® (In our classes,can be virtually anything from executing
database calls to flying from one city to anothergoing to the bathroom.)

Answer Don't.

The fastest way to danythingis to avoid doing it at all. (This axiom shoulddhantil someone invents a convenient
means of human-scale time travel. Until we canrgout how to make task durations negative, thewe'se going
to be able to do is make them zero.)

The most economically efficient way to improve ateyn's performance is usually to eliminate workloadte.
Wasteis any workload that can be eliminated from aeystvith no loss of functional value to its ownenalysts
who are new to Method R are often shocked to thedfollowing maxim alive and well within their sgsts:

Many systems' workloads consist of more than 50%teva

It's been true for almost every system I've meabsice 1989, and chances are that it's true for ggstem as well.
It's true for good reason: throughout the 1980s1880s, when many Oracle performance analysts trareed, we
were actually taught principals that encouragedevd®r example, the once-popular belief that higlatabase
buffer cache hit ratios are better encourages ragplication inefficiencies. Several sources illatdrthis fallacy,
including [Millsap (2001b; 2001c); Lewis (2001a)aidyanatha et al. (2001); McDonald (2000)].
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10.1.2.1 Why workload elimination works so well

Eliminating unnecessary work has an obvious firsieoimpact upon the performance of the job forgndding the
work. However, many people fail to understand &itwufous collateral benefit of workload eliminati&very time
you eliminate unnecessary requests for a resoitirggiuces the probability that other users of teaburce will hav:
to queue for it. It's easy to appreciate the searddr benefits of workload reduction. Imagine, daample, a
program that consumes CPU capacity pretty muchstomfor about 14 hours (the resource profil&xample 1-4
shows such a program). Further imagine that thgrpr's performance could be repaired so that ifdvoonsume
only ten minutes of CPU capacity. (Such repairsallginvolve manipulation of a critical SQL statents query
execution plan.)

It's easy to see why the user of the report that taies ten minutes instead of fourteen hoursheiltlelighted.
However, imagine also the benefits that the otlsersion the system will enjoy. Before the repaers who were
competing for CPU service had to fight for capaeigjainst a process that consumed a whole CPhidoe than half
of a day In the post-repair scenario, the report compiete€PU only for ten minutes. The probability ofeyeing
behind the report for CPU service drops to a mkversof its original value. For the 1deur period, the benefit to t
system will approximate the effect of installingoéimer CPU into the system.

o The benefit of reducing workload in this case wadtually bemorethan the benefit of

adding a new CPU because adding a new chip wouwie inarementally increased the

w! 4.  operating system overhead required to scheduladtitional capacity. Plus, reducing
" workload in fact cost less than actually installangpther CPU would have.

The collateral benefits of workload reduction cansbunningChapter Sxplains the mathematics of why.
10.1.2.2 Supply and demand in the technology stack

So how does one eliminate unnecessary workloadamwer varies by level in the technology stacktrbduced
the concept of a systentechnology stackh Chapter lwhen | described the sequence diagram notaticleoitting
response time for a user action. The technologykstansists of layers that interact with each othasugh a supply-
and-demand relationship, as showrrigure 10-1 The relationship is simple. Demand goes in; sgppmes out;
and everything takes time (hence, the demand goplysarrows are tilted downward).

Figure 10-1. This sequence diagram illustrates theupply and demand relationships among technology atk
layers as time moves forward (downward on the page)

User  Browser  WAN Apps LAN oB o8
sarver CPU disk

Demang

Suppy

]

time

Considering your technology stack in this way Wilp you to understand a fundamental axiom of perémce
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improvement:
Almost every performance problem is causeekhgessive demaridr one or more resources.

Virtually any performance problem can be solvedducing demand for some resource. You will accshphe
task of demand reduction by looking "upward" fromigh-demand device in the technology stack. (Tok igpward
in the stack actually means to lolgftwardin the sequence diagram showrFigure 10-1) The question that will
guide your performance improvement effort is this:

Is the apparent requirement to use so much ofélsisurce actually legitimaterequirement?

Consider the resource profile showrExample 10-3Almost 97% of the targeted user action's 1.3-lmesponse
time was consumed waiting for disk I/O calls. Theaurce profile suggests two possible solutions:

e Reduce the number of calls to some number smalar 12,165.

e Reduce the duration per call from 0.374109 seconds.

Notice that any improvement to either of these twmbers will translate linearly into the duratiam the respons
time component. For example, if you can cut the lnemof calls in half, you will cut the durationlalf. Similarly, if
you can cut the p-call duration in half, you will cut the duration half. Although reductions in call count and
duration per call translate with equal potencyh duration column, it is generally much easieadbieve
spectacular call count reductions than to achigeetacular per-call latency reductions. | spediffozhose the left-
to-right column order of the resource profiles shawthis book to encourage you to see the bettetion first.

Example 10-3. A targeted user action whose respongme is dominated by read calls of the disk 1/0 dosystem

Response Time Component Duration # Calls  Dur/Call
db file scattered read 4,551.0s 96.9% 12,165 0.374109s
CPU service 78.5s 1.7% 215 0.365023s

db file sequential read 64.9s 1.4% 684 0.094883s
SQL*Net message from client 0.1s 0.0% 68 0.001324s
log file sync 0.0s 0.0% 4 0.010000s
SQL*Net message to client 0.0s 0.0% 68 0.000000s
latch free 0.0s 0.0% 1 0.000000s

Total 4,694.5s 100.0%

10.1.2.3 How to eliminate calls

How do you reduce the number of events executeluser action? First, figure out what the resothiaés being
consumedloes What causes the Oracle process profilexample 10-30 execute 12,165 multiblock read calls?
Then figure out whether there's any way you cantiy@g functional requirements with fewer callshat resource.
In Chapter 111 explain how to do this for a few commonly oadng Oracle events. You proceed by assessing
whether you can reduce demand for the busy resatireach level as you move throughout the techydadtark. For
example:

e Many analysts assume that by increasing the sileecdlatabase buffer cache (that is, by allocatioge
memory to an Oracle system), they can ensure ¢harfof their memory lookups will motivate visitsdisk
devices.

e However, moving up the stack a little farther offgovides better results without motivating a sgste
memory upgrade. By improving the query executi@anghat your SQL uses to fetch rows from the da@aba
you can often eliminate even the memory accesses.

e Moving even farther up the stack reveals potebsgiefits that cost even less to implement. For gd@m
perhaps running the targeted user action lessdrety) or perhaps even not at all (maybe sometéaisg
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instead), would not at all diminish the businedsi®#@f the system.
10.1.2.4 Thinking in a bigger box

Technicians sometimes confine their work to a zoineomfort within the bottom layers of the techrgjastack. Suc
behavior increases the risk of missing signifigaerformance improvement opportunities. For exanmgtiene
customer site | visited in the mid-1990s, the aotiog department generated a three-foot-deep stiaGleneral
Ledger (GL) Aged Trial Balance reports every dagobl learning why the users were running this report
frequently, the GL implementation leader from OgaCbnsulting taught the users how they could aedhie
information they needed more efficiently by runnaépst online form. As a result, we were ablelimiaate billions
of computer instructions per day from the systema&rall workload, with absolutely no "tuning” intesent. Not
only was the solution easier on the system, usiaghline form was actually more convenient fordkers than
trying to visually pluck details out of an inchtkireport.

My www.hotsos.contompany cofounder, Gary Goodman, tells storiesppfication implementation projects he led
while he was at Oracle Corporation. One technigaé he practiced during an implementation wasnpbi turn off
every application report on the system. When userdd come asking for a report they were missirig pioject

team would reactivate the requested report. In Gaperience, not once did he ever reinstate thare80% of the
system's original reporting workload. Can you figgout which 20% oyour reports your users never use?

At the business requirement layer in your technpktgck, the right question for you to answer is:
Which apparent business requirements are actiggjifimatebusiness requirements?

For user actions that provide no legitimate businedue, simply turn them off. For user actiong tieally are
necessary, try to eliminate any unnecessary wattkinvihem Chapter 11describes several ways). Your performs
diagnostic data will drive your analysis from th@tbm up, but it's usually cheaper to implementigohs from the
top down. For example, find out whether a repoousth be deactivated before you tune it. Don't liyaitir
optimization work to studying only the technicatalks of how something works. As | describeddhapter 1the
optimal performance analyst must also invest hifis understanding the relationship between taximworkload
and the business requirements that the workloadtensibly required to support.

Finally, don't forget that from a business's pettige, the users don't jugsea system, they agart of the system. /
story told by my colleague Rick Minutella illustest A company had called him to optimize the penforce of a
recently upgraded order entry applicatidable 10-1shows the performance difference before and #fteupgrade.
In a classic Big Meeting with the company's CFQrasIS department managers, and hardware verdor al
attendance, the company demanded that Oracle Gaigrofix the performance of the order entry foret@use it
was killing their business.

Table 10-1. Order Entry performance before and aftean upgrade

Performance measurement Value before upgrading Value after upgrading
Order throughput 10 calls/hr 6 calls/hr
Entry form response time 5 sec/screen 60 sec/screen

Waiting 60 seconds for a response from an onlideroentry form is almost certainly much too longwéver, the
argument that "performance of theder entry formis killing our business" is simply not true. Hsrelhy. If the
business processes an average of six calls perthearthe average duration per phone call is tewnites.Example
10-4shows the resource profile for such a call usig6@-aecond form.

Example 10-4. Resource profile for the order entryprocess when the form is behaving objectionably

Before optimizing the online order entry form

Response Time Component Duration # Calls  Dur/Call
other 540s 90.0% 1 540s
wait for the order entry form 60s 10.0% 1 60s
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Total 600s 100.0%

What is the maximum impact to the business thateaobtained by optimizing the fornExample 10-shows the
answer. If the form's response time carcbepletely eliminatedotal order processing time will drop only to @in
minutes.

Example 10-5. Resource profile for the order entryprocess if the form's response time could be entie
eliminated

Response Time Component Duration # Calls  Dur/Call
other 540s 100.0% 1 540s

wait for the order entry form Os 0.0% 1 Os

Total 540s 100.0%

The problem is that this isn't good enough. If egteo clerk could process an order in an averagenaf minutes, the
a single clerk could process an average of only 6rflers per hour. This of course is still well glod the ten calls-
per-hour requirement. Fixing the performance of thisiness's online order entry form, by itselfl méver improve
throughput to the required ten calls per hournidsthe form that's "killing the business," it'bat the order takers ¢
doing for the other nine minutes.

Solving this performance problem will require thimd outside the box of conventional "system turdivghat is it
that consumes this "other" time? A few possib#itieclude:

e If most of the "other" duration results in custorir@onvenience (for example, long waits for prodiict
lookups), then you should find ways to reduce titbér" duration.

e If most of the "other" duration is spent improvitig company's relationship with the customer, thenthaps
it's a better idea to hire more clerks so thatwvarage per-clerk order throughput of about sixscaér hour
yields sufficient total order throughput for thesiness.

Another interesting problem to figure out is whettiee "clustering” in time of incoming calls occumssuch a
manner that customers spend a lot of time on hotohd busy parts of the day. The queueing themydas
presented itChapter can help you understand how to deal with peaknmog call times more effectively by either
using more clerks or reducing pesH durations. There's a lot to think about. Thépis not to constrict your view
your "system" to just a few bits of hardware anfiveare. Your business needs you to think of theléorentry
system" more broadly a8l the participants in the order entry process thidténce net profit, return on investment,
and cash flow.

10.1.3 Eliminate Inter-Process Competition

What happens when you have eliminated all the wssary calls that you can in the user action udidgnosis, but
its response time is still unacceptable? Your step is to assess whether its individual per-eddiricies are
acceptable. Understanding whether a given latenagéeptable requires some knowledge of what niswer
should expect. There are surprisingly few numbleais ¢constitute such knowledge. The ones that deffl have
found to be the most important are listed@ble 10-2 These constants will evolve as hardware speepoira, but
the numbers are reasonable upper bounds for maitgnsy at the time of this writing in 2003. In peuwtar, LIO
numbers vary as CPU speeds vary, and of coursegpPéts are a rapidly moving target these daysfoldteote to
Table 10-2explains.

Table 10-2. Useful constants for the performance atyst [Millsap and Holt (2002)]

Event Maximum tolerated latency per Events-per-second rate at this
event latency
Logical read (LIOI 20 ms or 0.000 020 s 50,000

http://safari.oreilly.com/?x=1&mode=print&sortKey=title&sortOrderc@&siew=&xmlid... 4/26/200-



O'Reilly Network Safari Bookshe- Optimizing Oracle Performan Page8 of 11

Single-block disk read (PIO) |10 ms or 0.010 000 s 100
SQL*Net transmission via

WAN 200 ms or 0.200 000 s 5
SQL*Net transmission via LAN 15 ms or 0.015 000 s 67
SQL*Net transmission via IPC| 1 ms or 0.001 000 s 1,000

(1 Experiments published by Jonathan Lewis indicate stronglythatan expect a CPU to perform roughly 10,000 LIO/sec per 100
MHz of CPU capacity [Lewis (2003)]. Hence, on a 1 GHz Cfa, should expect performance of roughly 100,000 LIO/sec, ps10
per LIO. If you are using a 500 MHz system, you should avespgeoximately the 2@xs numbers listed here.

Latencies that violate the expectations liste@able 10-2sometimes indicate malfunctioning devices, buteraiter
they indicate resource queueing delays. What cdaeggjueueing delays? The most likely answer bysfa-can

you guess—excessive demand for the resource. What could b&rggthat excessive demand? The answer to this
question is, of course, one or more other progtaisare competing for resources your targeted atérn needs
while it is running.

10.1.3.1 How to attack a latency problem

Example 10-&lepicts a situation in which the overall respatiee of a targeted user action is excessive beaafuse
excessive individual 1/0 call latencies. By thedithis resource profile was generated, the anafdteliminated
unnecessary disk read calls, leaving only eightemessary calls. However, the average disk readdgtof more
than 2.023 seconds per call is far out of boundspased to the expectation of 0.010 seconds ffairle 10-2 From
this resource profile alone, it is impossible ttedmine whether, for example, each of the 18 désikds consumed
2.023 seconds apiece, or just one of the disk reagisumed so much time that it dominated the aeei@emembe
it is impossible to extrapolate detail from an agmte . . . even in resource profiles.)

Example 10-6. A resource profile for a user actiowhose response time is dominated by unacceptablesHil/O
latencies

Response Time Component Duration # Calls  Dur/Call
db file sequential read 36.4s 98.9% 18 2.023048s
CPU service 0.4s 1.1% 4 0.091805s
SQL*Net message from client 0.0s 0.0% 3 0.004295s
SQL*Net message to client 0.0s 0.0% 3 0.000298s
Total 36.8s 100.0%

However, one thing is clear: something is despbratsong with the latency for at least one diskdeall for this
user action. The following steps will help you teethe bottom of the problem:

1. Which block or blocks are the ones participatinghi@ high-latency 1/0 calls? Your extended SQLdréle
contains the answer€hapter sandChapter grovide the information you need to find them.

2. Once you know which blocks are taking so long treyou can work with your disk subsystem manager t
figure out on which devices the blocks reside.

3. Once you've figured out exactly which devices darharoot of the problem, determine whether protéha
compete with your targeted action for the "hot"ides themselves use those devices wastefullyelf to,
then eliminating the waste will reduce queueingyelffor the hot device.

4. Assess whether the configuration of the slow deiggtself generating wasted workload. For example:

o I've seen systems with two or more mirrors setaithat reads and writes to separate devices
bottleneck on a single controller.
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o RAID level 5 disk systems commonly have inadeqUiecall capacities. Using RAID level 5 is not
necessarily a mistake. However, people commonlydaealize that to provide adequate 1/O
performance with a RAID level 5 configuration tyally requires the purchase of two to four times
more disk drives than they initially might haveibeéd [Millsap (2000a)].

o Itis sometimes possible to move workload from tdevice to one that's less busy during the prol
time interval. System administrators refer to thigeration a¥/O load balancingIn the early 1990s, |
visited a lot of Oracle sites that had 1/O latepogblems caused by extremely poor file layoutst{suc
as puttingall of an Oracle database's files on one disk). Itdbimk this kind of thing happens very
often anymore. However, if you happen to suffemfreuch a dreadful configuration problem, then of
course it's highly likely that you'll be plagued éxcessive 1/O latencies, regardless of whether you
application issues a wastefully large number ok ¢i® calls or not.

o Faulty hardware can of course cause performanddgms as well. A bad disk controller that causes
unnecessary retry or timeout operations can cartgibignificantly to response time. For inexpligabl
slow 1/O devices, check your system logs to entwaeyour operating system isn't having a hard time
getting your hardware to cooperate.

Steps 3 and 4 are the ones in which experienceraadivity can produce excellent payoffs.
10.1.3.2 How to find competing workload

The job of learning which programs are out themapeting against your user action resembles cormeslti
performance tuning, at least insofar as which tgolsll use.

s There are lots of tools available for analyzingadific resource in detail. The Oracle
fixed views described i@hapter 8are excellent places to look first.

o

Though the job of digging through details about sedngh-latency device may remind you of the oldltand-error
tuning approach (Method C fro@hapter }, there is an important distinction. That distiantis the hallmark of
Method R—the ever-present companion of determaiiatgeting You won't be sifting through innumerable
performance metrics wondering which ones might leweeaningful performance impact and which oneé.don
Instead, you'll know exactly which resource ithiattyou're trying to improve. You'll know, becayseir resource
profile has told you.

The most difficult part of finding a user action@mpetitors is a problem with collecting propertpged diagnostic
data. This is when it would really pay off to haveetailedk$TRACE-like history of everything that happened on a
system during your performance problem time inteMéithout such a history of detailed diagnostitagdt can be
difficult to find out which programs were competiagainst your targeted user action, even if the@magtou're trying
to improve just finished running a few minutes aglbere are several ways to make progress anywelyding:

Batch queue manager Ic

Practically by definition, the most intensely cortifpee workload on a system is that motivated bicha
programs. Most good batch management software aiaia log of which jobs ran at what times. Begigni
with this information, it is often easy to guessiethprograms motivated significant competition éogiven
resource. You can graduate from guesses to conipfetenation by collecting properly scoped diagmost
data for these programs the next time they're sdbddo run.

Oracle connect-level auditing

http://safari.oreilly.com/?x=1&mode=print&sortKey=title&sortOrderc@&siew=&xmlid... 4/26/200-



O'Reilly Network Safari Bookshe- Optimizing Oracle Performan PagelC of 11

It is easy to configure an Oracle instance to perftightweight logging of session-level resource
consumption statistics. These statistics can helpdetermine which sessions were responsible ér th
greatest workloads on the system over a specifieatidn. Once you have that information, then ugual
brief end-user interview is all it takes to constra good guess about which programs might havéevatet
the competition for a given device. Again, you gaaduate from guesses to complete information by
collecting properly scoped diagnostic data forghepects at some time in the future. To get stasestch
your Oracle documentation for information aboutBe_AUDIT_SESSION view.

Operating system process accounting

Some operating systems provide the capability biectoand record relevant performance statistics fo
individual programs. This capability can be impatidecause not all competition for a specifiedvese is
necessarily motivated from another Oracle process.

Custom timing instrumentation

There's nothing better for the performance andhgt application code that can tell you where érgjs all o
its time. If you have the ability to instrument tbade that is performing poorly (for example, beseait is
code thatyouwrote), therinstrument it Chapter 7explains how, in detail.

When you find the programs that are competing wathr targeted user action for a "hot" resource,thedechnique
described earlier iBection 10.1.X our job becomes the familiar one of determinintgether the requirement to
overburden the resource is really a legitimate irequent.

10.1.4 Upgrade Capacity

Capacity upgrades are the last place you shouldflirgperformance improvement opportunities. Thesmns for
last-place status are straightforward:

e Itis seldom possible to make as much progressavitaxpensive capacity upgrade as you can makeawith
inexpensive round of wasted workload elimination.

e Capacity upgrades, if executed without sufficiarethought, can actualjegradethe performance of the
user action you're trying to improve.

Any capacity upgrade is a gamble. The first obs@wmasays that an investment into faster hardwaseehpotentially
lower payoff than you'd like. Many managers thirilcapacity upgrades as guaranteed investment ses;dsecause
"How can you ever have too much CPU [or memongisk, or whatever]?" The popular belief is thatreifehe
performance problem at hand doesn't benefit diréaim the upgrade, how can it hurt? You'll use ghare capacity
eventually anyway, right? Well, not exactly. Therige has a downside that a lot of decision-makergt dealize.
I've already described one downside situatioBention 10.1.1.1The case iBection 12.1s another example of the
same problem:

A capacity upgrade is going to hedpmepart of a system's workload, but the key isswehisther a
capacity upgrade will help a system in alignmenhwuhebusiness prioritie®f its owner.

The first formal explanation that | ever read alguth a counterintuitive possibility was in Neil i@ler'sPractical
Performance Analy [Gunther (1998) 117-22]. When | presented Gunther's example to Omamiéerence audienc
worldwide, participants without fail would approattie podium to share the news that by seeing Guateeample
they couldfinally explain the bizarre result that had plagued soas¢ project. | was pleased but actually a little
surprised by how many different people had seedvareupgradesiegrade system performance. After gaining
some intimacy with Amdabhl's Law, it became cleam® thatany capacity upgrade can degrade the performance of
someuser action by unleashing extra competition fogsource that was not upgraded. The real key isheher not
the harmed user actions are eneticed
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When capacity upgrades fail to improve performative results are some of the worst project disasteaginable.
Here's what happens. A company lives with a peréore problem long enough that the collective piagsrabove
some threshold that triggers the expenditure dfi éasan upgrade. Expectations form in direct préipa to the size
of the expenditure. So, on the Friday before theBdgrade, a whole company is nervously awaitinqtiéy, when
"We're spending so much money to fix this probléat performance is bound to gectacular’ Then when
Monday rolls around, not only is performance ungpadar, it's actuallyorse By Tuesday, the business is asse:
whether the person who suggested the upgrade shothidr to come to work on Wednesday.

Capacity upgrades motivate interesting ironies:

e Decision-makers often regard capacity upgradeseagensive alternatives to expensive analysishget
upside potential of capacity upgrades is sevemligdd in comparison to the upside potential of kioad
reduction.

e Decision-makers often perceive capacity upgradenampletely safe, yet they bear significant dowesidk.
Their downside potential actually demands serioaggful, and possibly even expensive analytical
forethought.

Even when capacity upgrades work, they usuallytdwork as well as the people doing the upgradehuged. Whe
capacity upgradegon'twork, they jeopardize careers. The failures ateno$o visible and so spectacular that the
project sponsors never regain their credibility.

Are hardware upgrades ever necessary? Certaiglse tre many cases in which they are. But | impjorenot to
consider hardware upgrades as a first-line defagaast performance problems. Is your system realtler-sized?
Odds are that its workload is just bigger thareidls to be. So, please, eliminate wasteful calsresource before
you upgrade it. And when you do upgrade a resotine®, make sure you think it through fi

Don't upgrade capacity until you know that the tese you're upgrading is going to (a) help impdrtan
user actions, and (b) harm only unimportant ones.

And, of course, don't lose sight of the fact thasar action that's unimportant today might beconportant
tomorrow if you slow it dowr
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10.2 How to Forecast Improvement
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One of the nicest things about the resource pridiimat is the ease with which you can predictithpact of a
proposed improvement activitifigure 10-2shows a simple Microsoft Excel workbook that yain tise to

accomplish this task.

Figure 10-2. A simple performance improvement caldator that shows the expected response time benefit
reducing the number of calls of some "thing to bemproved" from 200 calls to 10 calls

_ioix
O] ple Edt Wew [zt Fgmst Tock Dea Endow  beb Tadx
0 . 3 ), - ) - a E =2l 5k Wl 4) 0% - .
i - 0 = l | Ilni-f.-l Hperink v -
H3 - & =HI1-H19
A =] I o E IF £} H | J K =]

1 Expected Performance Improvement Calculator

3 PIC 1.0 (2003,05,00)

3 Copyright oy 1550-2003 by Hotsos Ererpr e, Lid, AN raghis reserved

a

5 | Basall -

B | Respanas Tme Componert Durstion #Cals DurCal| [ Respones Time Companent Dursticn #Caks| Durcall

7 B - i Seconds Pet B

A thing Lo be impeosed 300] 200 Thing 10 e improves 7000 7Sow| 200 1500 000
g al ather 100 al nher 10000 250% 1] 100,000 000
10

L Tatsl 400.00 | 100.0%

12

12 Progossed Proposad

1 Rasponds Time Component Duralion W Cals DuriCal =2 Tirr Ouration WiCaks| DunCall

15 | F mpone B g— P | Seconds | Pot -

16 [thing 19 be impriesd i 1.5] |thing 1o be imprived 15.00|] 33% 10] 1.500 000
17 el ather 100/ 1 a1 other 10000 0% 1] 100,000 A00
1B

19 Tatal 115.00 | 100.0%

0

H Proposed Bespanse Time Beduclion

2 | Total Respongs T Saont
| 23] |Total reductins sl 71.9% =
Wod b by Comtants ) Insprovement Calculator Bl | al
Fzady

In the workbook shown here, | have specified inBagelinecase that a component called "thing to be improved
presently consumes 300 seconds of duration arallexic200 times. Another response time compondleccéall
other" accounts for 100 seconds of total duratimhia called only once.

o The call count that | enter for "all other" is ileeant because I'm not going to be
= calculating the impact of any proposed changestbehavior.
L I
Lk

In columns G through K, the workbook formats myuhgata into a full resource profile format.

In my Proposedcase, | have specified that | think | can eliménall but 10 of the calls to "thing to be improveld.
cell E16, | have used the formulas to denote that | believe my per-call latency wéinain the same. In columns G
through K, the workbook formats nBroposedcase input data and produces a response timeti@dsammary. If |
really can reduce the number of calls to "thingpeéamproved" from 200 to 10, then | should expecide a response
time improvement of about 285 seconds for this ms#on, or an elimination of about 71% of its reispe time.

Excel is a good tool for analyses like this onesdosse it allows you to see quickly "what if* youre¢o try a given
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performance improvement activity. For example, whicbetter, to reduce the call count for "thindp®improved"
from 200 to 10? Or to reduce the per-call latemoynf1.5 seconds to 0.5 secon@sfure 10-3shows that the better

answer in this case is to reduce the call countddfse, you could also use the tool to deterntirernpact of

implementing both performance improvement actisitie

o This simple model doesn't account for the secondangfits that call count reduction is
o bound to have by reducing the queueing componem¢tall latencies.
"Lt:'-. ™
(1SN

Figure 10-3. The performance improvement calculatoshows plainly that reducing the duration per callfrom
1.5 sec/call to 0.5 sec/call for some "thing to beproved"” can be expected to deliver less responsiene benefit

than the benefit shown inFigure 10-2
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10.3 How to Tell When Your Work Is Done

Of the profound problems that plague conventiorralof® tuning methods, one of the most seriousdsatisence of
termination condition. As a result, conventionaifpemance improvement projects are notorious fogéring until
either the patience or the money runs out (hereedimpulsive tuning disord€éCTD) phenomenon | mentioned in
Chapter 3. By contrast, Method R specifies a terminationdition:

If even the best net-payoff activity produces ifisignt net payoff, then suspend your performance
improvement activities until something changes.

How can you determine when the best net-payoftigtproduces insufficient net payoff? If you caccarately
forecast a performance improvement project's ngffiethen it's a straightforward financial anakygiroblem. Your
company should allocate each unit of its cashecatttivity that does the best job of net profiture on investment,
and cash flow simultaneously. If your project'sested financial performance is better than alldtheer ways your
company could spend its next bit of capital, theanproject should be next in line for implemerdati

In reality, it is entirely appropriate for most fremance improvement projects to be executed watfonmal
financial analysis. Many companies have full-tineffavho are responsible for executing performangerovement
activities whenever they're deemed necessary. hymiacumstances, full-time analysts tinker withfpemance
theories for a few hours each week. The incremexgaénse incurred by an analyst's affliction withrethird-
degree, adult-onset CTD is small enough to go ucein most companies.

Even in situations where performance analysts bawge extra time on their hands, it's still incorigahnot to be
able to figure out whether a given user actiontieen trulyoptimized—that is, made as fast as it can possibly go.
When you measure performance with the system-watiestcs that conventional tuning methods presgribis
virtually impossible to know. However, the respotisge focus of Method R provides the means to kmdwether a
user action contains any more room for performamgeovement. It's actually pretty easy to deterniioen a
resource profile and its underlying extended SQ@kdrdata whether it's going to be possible to stpiaey more
response time improvement out of a user action.

Example 10-6Example 10ilustrates what a resource profile looks like wigetargeted user action has been
optimized Notice the following attributes of the pattern:

1. Total response time is small. This attribute iseasial. If your total response time is not suffitly small,
then you're not done yet—it doesn't matter whatrgtagterns exist within your resource profile. Your
business defines the value of "sufficiently smalk"l describe i€hapter 4

2. Total response time is dominated by CPU consumiftisnally more than 80% of total response time), bu
the application uses no unnecessary CPU capacity.

3. Database file reading or writing consumes more tina® any response time component other than CPU
service. The number of read or write calls is small

4. Aside from CPU service and database file readsribesy there's very little other time being consdme

If a resource profile looks likExample 10-6then you're finished if the total response tifi¢)(is small enough. If
total response time is not small enough and their@ng attributes hold?], [3], and[4]), then the only thing you
can do to improve performance appreciably is tarageg your CPU speed.

Example 10-7. The goal state resource profile
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Response Time Component Duration # Calls  Dur/Call
CPU service [2][small]s :280.0%

[database reads or writes]  [3][small]s <20.0% [few]
[everything else] [4][small]s <10.0% [few]

Total [1][small]s 100.0%

Why does an optimal resource profile have CPU serand physical I/O at the top? It's natural, ye&bmethindhas
to be at the top, of course, as long as the tesgdanse time is nazero. What would you like it to be? A database
a very simple job to do, really: to manage datal lrelongterm storage. A database reads, processes, ams Wats
CPU service shows up ahead of physical I/O in am@b resource profile because 1/O performance lerob are
usually cheaper and easier to fix (usually by oging application SQL). When a problem is cheafixpyou're
likely to fix it, which reduces the duration motted by that problem until another event surfacebedaop of the
profile. Thus, CPU service bubbles to the top efphofile on a system as its performance is impitoren when
the CPU service number is small, it usually becothedop-line item because most applications f@c&cle to
spend a lot more time processing data than readimgiting it.

All other activities that a database does are gdigeinecessary but unwanted." For example Jdtag free event
denotes the use of a resource that is necessprgvent the corruption of several Oracle interrahdstructures
under conditions of high concurrency use [Millsap1c)]. We all need for the "sleep if a latch igavailable™
feature to be there, but our applications will faster if we can make them wait fiatch free events as infrequently as
possible. This "need the feature but want to ausidg it" category accounts for the vast majorityDoacle's few
hundred so-called wait events.

If a query is well-tuned, then it will probably ceuime more CPU than any other resource.
"@ However, this is1ot equivalent to saying, "If a query consumes moré& @n anything
else, then it is well tuned.” It is quite possitilat a query can consume less CPU capacity
than it does and still return the correct answae most likely way to accomplish this is...
(drum roll, please) ...eliminate unnecessary Llsca

You're finished when the cost of call reduction &tdncy reduction exceeds the cost of the perfooagou're
getting today.
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Chapter 11. Responding to the Diagnosis

To improve Oracle performance, you must of coursgetstand the technology of each response time acoemp tha
contributes significantly to your targeted usei@ts response time. The place you should begin ggmearch is the
OracleDatabase Concepguide athttp://technet.oracle.conThe response time components that show up in your
resource profiles associate directly to instrumei@eacle kernel actions described in @enceptguide. For
example, it describes how the Oracle LGWR procepses content from the redo log buffer to an ontiedo log

file. An Oracle kernel process accounts for theetitrspends waiting on LGWR to perform this patfcaction with
the wait event calletdg file sync.

There are lots of other such events. The numbemdfevents inside the Oracle kernel has grown wébh new
release, as shown irable 11-1 Thankfully, it is not important for you to knowiat of details about every Oracle
wait event. You usually don't need the gory defailgour brain for any more than a couple of waitms at a time—
the ones that are dominating your targeted us@raat the moment. This is excellent news, becaosee of the
events require some study time to understand. Rttha learn and try to retain a lot of detailsahdozens of
events, | think it is more important to focus oe fbllowing:

e Know how totargetthe events that are important to you right nodedcribe how to do this in Part I.

e Retain a general knowledge about the meaningssohjfew response time components that will occur
frequently on your system, including:

O CPU service

O unaccounted-for

O SQL*Net message from client
o The variousead events

o The one or two other events that occur frequemlyaur system

You can acquire this knowledge by studying thiskydbe OracleDatabase Conceptuide, and the response
time behavior of targeted user actions on your eysiem.

e Know where to find the details about a response ttamponent when you need them. My favorite tomls f
finding wait event information are:

o Oracle database product documentationitgt//technet.oracle.com

o OracleMetaLinksupport bulletins and bug reportshétp://metalink.oracle.com

o

Anjo Kolk and Shari Yamaguchi$APPpaper [Kolk and Yamaguchi (1999) ]

o Steve Adams's bumblebee book [Adams (1999)], amavhb site albttp://www.ixora.com.au

o

The Google search enginehdtp://www.google.comwhich helps me find wait event documentation
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Table 11-1. The number of Oracle wait events growsith each Oracle release (source: select count(*)oim

v$event_name)

Oracle release Number of wait events
7.3.4 106
8.1.7 215
9.0.1 287
9.2.0 361
10.0.1 500 (est.)
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11.1 Beyond the Resource Profile

The resource profile is an excellent first stef #ilwws you to target the right piece of a useioats response time
for detailed analysis. But once you understand whésponse time component dominates your usemactiesponse
time, what do you do next? The answer is simple:

Find the source text (the SQL or PL/SQL) of thesouithat contributes the most to the duration ef th
component.

Doing this with extended SQL trace data is strdayiard, as | explain isection 5.60nce you have found the St
text of the first cursor action that contributes thost to your top response time component duragiauire well on
the way to constructing a remedy. Your next stelp isarn why the source code you've found motszatemuch
time spent at this component. The next sectionrite=schow to find ou

URL nhttp://safari.oreilly.com/059600527X/optoraclep-CHP-11-SECT-1
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Book: Optimizing Oracle Performance
Section: Chapter 11. Responding to the Diagnosis

11.2 Response Time Components

When | began work on this chapter, | had in mirat thwould write details about the twenty or so €eavait events
that you would encounter most commonly in your watkwever, Oracle Corporation has done such a guind
improving its wait event documentation in the dast years that | think rehashing that informatiooud be a waste
of your time. The Oracle%elease 2 performance documentation [Oracle (3092ctually quite good. Rather than
rehash what you can obtain freely from other s@jrcocus my effort in this book upon three topieat are missin
from the standard Oracle documentation:

e Treatment of the two pseudoevents ("events” thanhat really events) whose durations you can olftam
extended SQL trace datapu service andunaccounted-for time.

e More comprehensive description of a few so-caikdibel wait eventshat other authors dismiss as unimportant.
These events become very important in light ofitiygroved diagnostic capabilities that you gainafiy
collect performance diagnostic data with propesetamd action scope.

e More emphasis on how @iminate wasteful workloaih reaction to the appearance of various wait tsven

In this section, | cover the pseudoevents and Beecalle wait events. Later in the chapter, | cothee topic of
workload elimination.

11.2.1 Oracle Pseudoevents

You may by now have noticed that | use the termpoase time component” in places where you mig¥e ha
expected the ter@racle"wait event.” The reason | do this is simple. Whatcalling response time components
consists of two different things: actual Oracle tveaients described VBEVENT_NAME, and two other important
components of response time that do not show WPEWMENT_NAME:

CPU service
unaccounted-for

Though neither of these components is officially'@nacle wait event," each isnaeasurablgand often significant)
component of response time for every user acti@aginable. | include them on par with the Oracletwaents
because every microsecond an Oracle kernel prepessls "working" contributes just as much to ustoa
response time as a microsecond spent "waiting.eReacersions oStatspacknclude CPU time in its list of top five
"wait events" as well.

11.2.1.1 CPU service

CPU service will be a response time componentrfiaily every Oracle resource profile you'll eveesilt is often
the dominant contributor to response time, botheféicient user actions and for extremely ineffiti®nes. The key
is to understand whether the apparent requireroesdrisume as much CPU capacity as you're seeatjually a
legitimate requirementChapter .

Your first step in diagnosing excessive CPU serdigeations is to learn which database calls ardgrenantly
responsible. Forward attribution is not necessaryétermining the root cause of excessive consompf CPU
capacity, because thestatistics that define CPU service durationsigfitron the trace file lines for the database ¢
themselves. Once you've identified the calls thataost responsible for the CPU service consumpitisreasy to
search backward in the trace file for the appré@RaRSING IN CURSOR sections that identify the source text (SQL
or PL/SQL) motivating those calls.
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The database calls you should attend to firsttegehes with the greatest progessclusive: values. If a database
call's highc value is the result of consumptions rolled up fritsrexpensive recursive children, then deterniree t

call's progeny-exclusive CPU capacity consumptipmiging the technique describedSaction 5.3.3Remember, a
database call's CPU and LIO statistigs(, andcu) are among those that roll up from child to parent

Once you've found the database calls that congrithi@g most to your targeted user actia®s service duration, the
following items describe what action to take, depeg upon the type of database call that has coaduhe most
CPU service:

Largec value for &FETCH, EXEC UNMAP, or SORT UNMARlatabase call

If you have many smadl values distributed across a large numbetest-H or EXEC calls, then eliminate as
many unnecessary database calls as possible, aadlicate the calls that remain into the smallestioer of
database calls that you can (for example, proaeagsaof rows instead of processing one row ata}i

If you have a large value for an individua#eTCH or EXEC database call, then first determine whether the
large CPU duration was due to logical 1/0 (LIO) gessing:

High LIO count (more than about 10 LIO calls penfaggregate row returned per table infiROMclause)

If the LIO count for the call is high, then optireithe SQL as | outline iSection 11.3.1ater in this
chapter.

Low LIO count

If the call's LIO count is low, then the Oracle ek process may have consumed an excessive amount
of CPU capacity performing sort or hash operati@vents 10032 and 10033 provide detailed
information about Oracle sorting operations, anehew0104 provides detailed information about |
joins.

Another possibility is that the time consumptionswilae result of type coercion operations. For

example, a table scan that does a date compads@&véry row could use a lot of CPU.

Finally, perhaps the time consumption was the tegdxcessive PL/SQL language processing. For
example, PL/SQL instructions of course consume C&hacity, even when they don't make any
database calls. Highdurations irexec trace file lines for PL/SQL blocks that have lovogeny-
exclusive LIO counts often indicate that branchiegsignments, and other language processing
elements are consuming excessive CPU capacity c&#pwse OraclelsBMS_PROFILER package to
diagnose PL/SQL language processing performandetail [Kyte (2001)].

Largec value for aPARSEcall

If you have many smatl values distributes across a large numbemefse calls, then eliminate as many
parse calls as you can, using methods outlin&kation 11.3.2ater in this chapter.

If you have a large value for aPARSE call, then investigate whether the SQL statemantle simplified.
Also consider reducing the value @#TIMIZER_MAX_PERMUTATIONS (see
http://www.ixora.com.au/q+a/0010/19140702.Honmore information).

11.2.1.2 unaccounted-for

As | describe irChapter 7there are five sources of unaccounted-for time frace file, which create non-zeko
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values in the equatiom=c + Zela + A:

e Measurement intrusion effect

Double-counting of CPU service betweeandela statistics

Quantization error
e Time spent not executing

Un-instrumented time

Having so many unknowns in a single equation msgigigest that it is impossible to isolate the eféé@ny one
contribution toA. However, in reality dealing witthaccounted-for time is simple. Three of the five sources of
unaccounted-for time are constrained so that thadrall impact upon response time tends to be gibdgi. If
unaccounted-for iS the largest component of a user action's resgunofile forproperly scoped diagnostic dattnen
the indication is almost always eithar-instrumented timer time spent not executintf un-instrumented Oracle
kernel code is the source of your unaccountedifoe,tthen you're probably an Oracle patch appboasiway from
reducing the number of material unaccounted-foetsources to just one.

Most real-life instances of larg@accounted-for time durations are caused by errors in data
"@ collection such as the ones describe@lrapter 3andChapter 6If you are very careful

to targetexactlythe data you need when you collect your perforraatiagnostic data,

then you can exploit the full benefit of the knodde contained within youmnaccounted-

for component durations.

Chapter 7explains the details of the five different contrirs tounaccounted-for response time components. Here is a
recap:

Measurement intrusion eff

The effect of measurement intrusion is small (@dtder of a few microseconds pettimeofday Or getrusage
call), so overall it is generally safe for you gmore it. If you are concerned about measuremémnision, you
can measure its exact effect using techniquesnegtiinChapter 7Measurement intrusion effect influendes
slightly in the positive direction.

Double-counting of CPU service betwesandela statistics

The double-counting effect is small for most evefite largest impact I've seen from this effectuosavith

db file scattered read events involving large data transfers (on the oodd00 KB or more). In such cases, |
have seen apparent CPU double-counting of roughdycentisecond per read event. CPU double-counting
influencesA slightly in the negative direction.

Quantization error
The overall effect of quantization error is alscafinBecause positive and negative quantizatioorgroccur

with equal probability, the errors tend to countteach other, resulting in a nearly net-zero ¢ffiponA.

Time spent not executing
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If the magnitude of totalnaccounted-for duration of a resource profile is significant,ih@u have almost
certainly discovered either time spent not exegubinun-instrumented time. A good rule of thumigiien in
Table 11-2 Time spent not executing always influenfega the positive direction.

Un-instrumented time

If your application executes a significant amouinti-instrumented Oracle kernel code path, thereffext
in the resource profile is indistinguishable frame effect of time spent not executirithapter ™escribes
how you can detect the existence of un-instrumectel@ path. Ifinaccounted-for time dominates total
response time on even a system that's not excBssomtext switching, paging, or swapping, thercpatour
Oracle kernel so that the your user action's cadle is correctly instrumented. Un-instrumented @raode
segments always influenéein the positive direction.

Table 11-2. Rule of thumb for dealing with unaccouted-for duration A, where R is the total response time

for the user action under analysis

Condition

Indication

Ais negative and has
magnitude of more than
10% of total response timeg|

Thatis,A <-0.1R

This is an extremely rare (but hypothetically pbksi case in which error from CPY
double-counting dominates your statistics for atirertrace file. (You can usually
detect this phenomenon by analyzing extended S&detdata for only a single
database call.)

A'is between10% and 10%
of total response time

Thatis, 0.IRS A S
+0.1R

Ignore theunaccounted-for duration. It is a small enough contributor to toésponse
time that it is not necessary to understand theteoause.

Ais positive and more thar
10% of total response timeg|

Thatis, +0.R <= A

If unaccounted-for duration is not a dominant contributor to totagense time, then
ignore.

Otherwise, if your user action spent little timethe ready to run OS stat€l{apter
7), then check Oracl®letaLinkfor information pertaining to un-instrumented Qea¢
kernel code.

If your user action spent a lot of time in the rngéairun OS state, then the
unaccounted-for duration was most likely caused by inadequate GPdemory
capacity for the given workload.

dispatcher timer

pipe get
pmon timer
PX Idle Wait
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Any good book about the Oracle wait interface nulistuss the so-callédle wait eventsAuthors tag
"idle" events as special because they represeut gath in the Oracle kernel in which a kernel pssce
awaits an instruction to do something. System nooinigy tools specifically omit statistics about ial@it
events. For example, Oracl&tatspachkitility contains a table callesirATS$IDLE_EVENT that holds the
names of events database administrators commorityfram the Statspackeports upon
V$SYSTEM_EVENT. Those events are:

lock manager wait for remote message

PX Deq Credit: need buffer

"Idle" Is a Four-Letter Word
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PX Deq Credit: send blkd
rdbms ipc message

smon timer

SQL*Net message from client
virtual circuit status

As you've already seen @hapter §Section 8.3.7.)1 authors drop various wait events into the "idle'
bucket to solve a problem that is caused by imptgmeoped diagnostic data. Improperly scoped
diagnostic data forces the analyst to ignore "iélnts, even when those events contain vital
information. However, if you collect properly scapdiagnostic data, then whether an event is "idle’
becomes an unproductive distraction. Rather thassifly events as "idle" or "non-idle,” @hapter 51
introduce the classification of events that exeetitkin the context of a database call versus events|that
executebetweerdatabase calls.

While it is tempting to equate what other autheferto asdle events with what | refer to &etween
call events, even this is not a reliable mappBefween-call evenend thedle wait eventsre not

synonyms. For example, ti& Deq Credit: need buffer event is avithin-call event. Other events that arg
often considered idle, likeQL*Net more data from client andSQL*Net more data from dblink, also occur withir
the context of a database call, not between calls.

11.2.2 No Event Is Inherently "Unimportant”

In most publications that are in print while I'mitivrg this chapter, authors still distinguish caif between events
that aredle and events that aren-idle Those authors generally describe the non-idlatsvas the important ones,
and the idle ones as unimportant. However, | eragriyou to make only one classification of Oracdt wvents: th
between/withirdistinction that | introduce i€@hapter 5You need to understand this distinction to uge th

fundamental relation among trace file statiste:z, c + Zela, without introducing omissions or double-counting
errors. The reason | encourage you to make no otassification of Oracle wait events is thaty event can be an
important contributor to response time.

There is only one legitimate criterion for determgmwhether a response time component is important:

If a component contributes significantly to thepasse time of a properly targeted user action, then
is important; otherwise, it is not.

Therefore, | disagree with generalized claims fluabe events are "important” and that others areAmytevent can
be important. It doesn't matter what event it ifow many authors say it's not important. If annéntributes
significantly to the response time of a properhgéted user action, then the event is importagbto

How can "idle" events ever be important? When iftne spent executing them contributes significatdlyesponse
time. Two events that you will encounter in almeegéry resource profile you will ever see are thenéssQL*Net
message to client andSQL*Net message from client. Thefrom clientevent is irrefutably a so-called idle event. Thade
kernel uses thege clientandfrom clientevents to measure the performance of interpraz@ssnunications that
take place through SQL*NeExample 11-Idepicts how the events work inside the Oracleddern

Example 11-1. Typical code path that the Oracle kerel executes upon the completion of a database call

# database call completes here

# write the result of the db call to the client through SQL*Net

ela0 = gettimeofday;

write (SQLNET, ...);

elal = gettimeofday;

nam = 'SQL*Net message to client '

ela=elal - ela0;

printf(TRCFILE, "WAIT #%d: nam='%s" ela= %d' ...", cursor, nam, ela, ...);
printf(TRCFILE, "\n");
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# listen to SQL*Net for further instructions from the client

ela0 = gettimeofday;

read (SQLNET, ...);

elal = gettimeofday;

nam = 'SQL*Net message from client '

ela =elal - ela0;

printf(TRCFILE, "WAIT #%d: nam='%s" ela= %d' ...", cursor, nam, ela, ...);
printf(TRCFILE, "\n");

# next database call gets processed here

SQL*Net message to client events typically consume only a couple of microsels. ButSQL*Net message from client
events can take much longer. For example:

User think time

If you connect to Oracle at 08.00 and then notasssingle database call until 10.00, Oracle wili/t7,200
seconds 06QL*Net message from client t0 V$SYSTEM_EVENT.TIME_WAITED at 10.00.

Client program execution time

An Oracle Applicationginancial Statement Generatogport (a batch program that executes as an Oracle
client process) will typically make some databaaés@and then spend a comparatively long time etkaeg(C
code in the client program upon the retrieved datem the Oracle kernel process's perspectivetithis
consumed by the client is simply time consumedKk#daupon theead call depicted irExample 11-1so the
time is logged asQL*Net message from client.

Inter-call latency

Even when an application issues two databaseinaitpid succession, it is common for #@L*Net message
from client event that occurs between the calls to have adgtef hundreds of microseconds.

Notice a couple of things from these examplestHirsm looking at diagnostic data alone, it is wspible tc
determine which "database idle" time is actuallgt pAsomeone's response time, and which "datablésetime is
simply time that a user spends not paying attertddrer screen. Knowing the difference requiresidedge of the
user experience. Second, although the latency eetvapid-fire database calls is only a few hundnéztoseconds,
the total time adds up. For example, even if ym@ragesQL*Net message from client latency is a microscopic 5QG,
then 1,000,000 database calls will generate &€00lseconds (8.3 minutes) of response time.

11.2.2.1 Responding to large SQL*Net response tincentributions

These observations lead us to an understandingvott respond to a resource profile that is doneiddty between-
call event durations. If a between-call event dates your resource profile, here is what to do:

1. Confirm that the between-call event duration isially a component of someone's response time.t]ftihen
correct the data collection error and construat\a resource profile.

2. If a between-call event's response time contrilouiichigh because of a few large latencies, theesitigate
why the application spends so much time betweesbdae calls.

3. Otherwise, if the between-call event's response tiontribution is high because the number of ¢altbe
event is so large, then investigate why the apfidinanakes so many distinct database calls.

4. If you cannot reduce the number of distinct datatzadls, then investigate whether you can impraee t
individual wait event's average latency. For exaneliminate other processes' unnecessary datebbse
that might be causing queueing delays for netweslources.
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o Notice that this sequence of steps is completehgistent with the procedure laid out in
= Chapter 5First, eliminate unnecessary calls. Next, elirenmnecessary interprocess

w! 4. competition.
L] e

The SQL*Net events whose latencies are most liteelyjominate a resource profile are:

SQL*Net message from client

The remedy for this event is to eliminate as mamyagessary database calls as possible. For example,
eliminate redundant parse calls (Sstion 11.3.20r details). Use Oracle's array processing festtw
manipulate many rows per database call insteadsoojne?!

(1 The same advice applies to the job of eliminasingle-task message events. Thsingle-task message event is not
a SQL*Net event, but its use is the single-task analabeSQL*Net message from client event on two-task process
configurations.

SQL*Net more data from client

If you are passing enormous SQL text strings inryapplication's parse calls, then stop it. Instésslie
stored procedure calls from the application. Howgeifgou are sending large arrays of values tdbdeand
into placeholders ("bind variables") in your SQkttehen you may not be able to reduce the timatspe
waiting for this event without creating some othweorse problem.

SQL*Net message from dblink

Consider replicating data locally instead of jogecross a database link. Replication can be apeediy

efficient, especially for tables that change vemely, or for which using slightly stale data prodsi
negligible functional harm. It may be possible liméate executions of this event by reworking aL.SQ
statement's execution plan so that less dataaweniitted between instances.

o You can derive a good approximation of the numieredwork round-trips an application
: generates by counting the number of event exeutidrosenam values have the string

il
wl . = SQL*Net in them. Studying thela values for these event executions of course esult
s powerful evidence about whether your network laiesmare a contributor to a response
time problem.

11.2.2.2 Responding to large response time contrithons from other events

Occasionally, you'll find an unsatisfactorily langesponse time contribution from an event you'wenéeard of.
There are many Oracle wait events that | don't coveuch detail within this book. However, thetpat of your
response shouldn't vary, even when your numbeperfermance problem is something you don't know kmfix.
The sequence of steps should sound familiar tcbyouow:

1. Identify the event that's consuming most of yowerwction's response time.

2. Determine what action causes the event to be ex@@at many times.

3. Make the application do that action less often.
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Of course, step 1 is pretty thoroughly documeniedughout this book. Steps 2 and 3 are not mucle mifficult.
The names of most events give you a big clue atbeit meanings. For example, the events are emitted by code
path within Oracle's parallel execution capabilnce you learn how parallel execution works, tleanings of the
PX events become clear: a master session assigngevslidve sessions and waits for the results. Twes do most
of the work. Another example:gibal cache cr request event is what a RA@nabled Oracle kernel process emits w
it needs to access a database buffer held by arR&@ instance. How do you get rid @bal cache cr request
executions? Require fewer buffers from the othstaince, or perhaps fewer buffer visits in genesaé$ection
11.3.1 below).

Even if the event is something you've never he§rdral you find its name completely incomprehergsibMethod R
takes you to the threshold of a solution. As | rienat the beginning of this chapter, there aresdveferences
available to you, free of charge on the InterngerEthe worst case imaginable isn't very bad. if fiod absolutely
no help on the Internet, your call to Oracle Cogpioin product support should be much easier thamyight expect:

Support call without Method:RMy system is slow. We're desperate, but we havelure what to do.
What can we do to fix it?

Depending upon which support analyst you get, lepamed for just about anything. However, with Metiiy your
support call should be considerably more tightlypsa.

Support call with Method Rrhe response time for the most important uséomcin my system is

75.32 seconds. Of that time, more than 73 secardspent executing an event caltedngr:waiting in
check2. Can you please tell me (1) what action in my @payibn is causing this Oracle kernel code path
to be executed? And (2) what can | do to execues# often?

It's a rhythm you get into: find out why an evergsniexecuted; find out how to avoid it next times & rhythm that
works.

URL nhttp://safari.oreilly.com/059600527X/optoraclep-CHP-11-SECT-2
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Book: Optimizing Oracle Performance
Section: Chapter 11. Responding to the Diagnosis

11.3 Eliminating Wasteful Work

Oracle Corporation's wait event documentation loaseca long way since the old days when@acle7 Server
Tuningguide provided its comically bad advice to usdrthe newvsSESSION_WAIT view (Chapter 8 There's one
area to which | wish Oracle would devote more fotusveverworkload reductionl think one reason Oracle doe
focus on workload reduction in its wait events refee is that the wait events reference appedheinhapter
entitled "Instance Tuning." | think that in a chapivith such a name, an author feels constrainéchibhis
discussions to "tuning” activities that don't requapplication modifications.

You and |, however, live under no such restrictidbgen if you're using a third-party applicatioatlyou cannot
change without vendor participation, you still neéedkeep your mind open to the performance enhaenem
opportunities made possible by workload reduct@hcourse, eliminating wasteful workload can somes call for
application modification. Don't despair, howeveiisloften not as difficult as you might think torsvince an
application software vendor to improve the perfanoeof a packaged application.

] Your best chance of convincing an application safeewendor to improve the
o performance of your purchased application is twvigl@irrefutable quantitative evidence
w) #4.  that your performance improvement suggestionsheilp their product make you—and
' your vendor's other customers—happier.

A great benefit of using Method R is that no mattbat the cause of a user action's performancdegmlyou’ll find
it. Will it be bad news to learn that your applicatvendor made a terrible design mistake that pvidhibit your
happiness until it is fixed? It may be. But if tineth is that the only path to good performanciisugh your
application vendor, you need to learn that faajusiskly as possible, so that you'll stop wastingpregces on activitie
that are destined to fail.

Each of the following sections augments the wagtngveferences you'll find at Oracle Corporatiorbwies and
elsewhere on the Internet. Each section descrilf®s svays to eliminate wasteful workload and hoe Waste at
issue can show up as components of user actionnesgime.

11.3.1 Logical I/O Optimization

Much of the data manipulation performed upon arct@rdatabase takes place in ttaabase buffer cachregion of
the Oracle kernel's collection of shared memoryrsags called theystem global arearherefore, all performance
analysts pay attention to what goes on in the da@buffer cache. The Oracle kernel reportedly isadreds of
different code paths to access buffers in the dambuffer cache [Lewis (2003)]. The most expensftbose buffer
visits are calle®racle logical I/O(LIO) operations. A database call's LIO countis sum of iter andcu statistic
values from SQL trace data.

At virtually every Oracle site I've ever visitedpre than 50% of the total CPU capacity consume@iacle
applications has been wasted on unnecessary LIS bamany cases, well over 90% of a system's tataacity
usage can be eliminated with no loss of usefultfonavhatsoever to the business.

] Excessive buffer visits are the morbid obesityhef database. Just like carrying around an
o extra twenty pounds of body fat hurts virtually gveubsystem in a human body
«* 4.  (circulatory, renal, musculoskeletal, ocular..Xtra LIO calls can degrade the
' performance of virtually every subsystem in an @rapplication.
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Visiting too many buffers consumes unnecessary €8\dce and causes time spent not executing tihatloaw up
in largeunaccounted-for durations. Unnecessary LIO operations caatsefree waits for cache buffers chains latches,
and it motivates unnecessary OS read calls that sipoasdb file sequential read Or db file scattered read.

Many Oracle wait events are capable of revealingihd performance side effects of unnecessary buwifgts. For
exampleeverybody'performance degrades as CPU run queues grow loDgatle'sog file sync wait event is one of
the first events to show increased latencies duleetdime a process spends waiting in a CPU runejugegative
effects of excessive buffer visits show up in ptageu might never have expected. For example, wheecessary
buffer visits motivate unnecessarily intense coiitipetfor disk 1/0, DBWR writes can queue behinddeaequests.
When DBWR fails to keep pace with the buffer chargge, applications become susceptible to waitgdebutfer
waits, write complete waits, and evenog file switch (checkpoint incomplete) events. The origin afuffer busy waits problems
can often be traced back to an excessive numhldQobperations. Mistakes that lead to unnecess#dydperations
can even cause unnecessspy*Net message from client event executions.

11.3.1.1 Why LIO problems are so common

There are several reasons that so many systenes foffn excessive LIO processing. One reason tswhae all
taught early and often that memory accesses atefaster than disk accesses, with the implicatiat lots of
memory accesses are nothing really to worry abdiltsap (2001c)]. A deeper reason that so many @rac
applications suffer from excessive LIO processmthat there are so many ways that people can taeggoblem.
Here is a small sample:

Application user

There are several ways that application users aasecan application to make unnecessary buffasvidey
can run unconstrained queries instead of filtengetigs; for example, they can search for the vendored
"Xerox" by performing a blind query instead of sifigog x% as a constraint on the name. They can run
reports without appropriate arguments; for exampley can run the accidental "whole company's siles®
inception” report instead of the intended "this thésales for my department” report. Especiallgmvh
systems slow down because of other LIO excessess uan resubmit the same job several times, gt
an execution of the same LIOs several times.

Application administratol

Application administrators can make mistakes thatilt in unnecessary buffer visits, too. In confagle
applications, like the OracleRdsiness Suite, charts of accounts configuratiahsmtup decisions can mak
tremendous difference in the LIO counts generajedommon business functions. Some applications, tik
Oracle General Ledger product, have their own qoptimization features built in. Using featureslithese
without careful consideration of their performai@act can cause lots of unnecessary LIO calls liggpon
administrators that do a poor job of data archivdng purging can inflict millions of unnecessarylLdalls
upon an application.

Instance administrato

Instance administrator mistakes that can causecessary LIO processing include making poor chdices
the dozens of instance parameters #ikeH_AREA_SIZE andDB_FILE_MULTIBLOCK_READ_COUNT that
influence the operation of the Oracle cost-baseshygaptimizer.

Data administrator

Data administrators can cause unnecessary LIO ggogpin an immense number of ways. Perhaps thé mos
common is to provide poor quality information abtaliles and indexes to the Oracle cost-based query
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optimizer (CBO) by botching the statistics gathgnmmocess. Tables afflicted with severe row migratr
row chaining problems consume more LIO processiag hecessary. Tables with poorly planretFREE
andpPCTUSED values can drive unnecessary LIOs. Failing toindex-organized tables, clusters, and
partitions in the right situations can result imaoessary LIOs. Failing to declare constraint® (likhich
columns are primary or foreign key columns, andolthdolumns areiuLL-able and which are not) can
prevent the Oracle query optimizer from using redlitlO execution plans. Of course, having too few
indexes—or simply therrongindexes—can cause unnecessary LIO operations &sfeg and having too
many indexes can cause unnecessary LIOSI$®ERT, UPDATE, andDELETE Sstatements.

Application develope

Applications development decisions of course hawaénse impact upon LIO counts. Several types of SQL
design mistakes make it impossible for the Oraelmél to use efficient query execution plans. Baneple,
using awHERE clause predicate lIKERUNC(START_DATE) = TO_DATE(:b1,mm/dd/r)y might prevent an Oracle
kernel process from using an index uganRT_DATE that might have provided excellent LIO count
reduction. Application code can use perfect SQL stilldexecute too many LIO calls. For example, an
application coded to fetch one row at a time framQaiacle cursor can execute a hundred times m@e LI
calls than the same application designed to us®thelearray fetchmechanism to fetch 100 rows in a single
LIO call. Neglecting to use Oracle's array featyrets extra load not just on the database, butaigbe
network; the extra database calls required to potErger numbers of smaller row sets produce SQIeNet
message from client event executions, which contribute quickly to usetion response times.

Application data designe

Application designers can also make it impossibleuild an efficient, low-LIO application. One inviery
tracking application that Jeff worked on a few yweago made it impossible to determine the locatfcam
inventory item without constructing the entire brst of where the item had been. Instead of a quidkxed
"where is it?" lookup, the application requiredcenplicated and long-runningONNECT BY query.

With so many people in the mix who have to do tfeis well to prevent LIO problems, it's no wontieat most
sites generate excessive LIO calls.

11.3.1.2 How to optimize SQL

Optimizing inefficient SQL is easily the most impamt performance repair tactic that you'll needm®©racle
performance analyst. If a database call motivateerthan about ten LIO calls per row returned pbtet listed in th
FROM clause of the SQL text motivating the call, thiea SQL statement's efficiency can probably be iwgdo For
example, a three-table join operation that rettmzsrows should probably require fewer than ab@uLBD calls.

Any ratio is unreliable in certain circumstanceseQuch circumstance for this ratio
-rai 1 H -

@ occurs when a query's result set is the resulb@fggregation. For example, a query
returning a sum (one row) from a million-row taki@l legitimately require more than ten
LIO calls.

Applications executing SQL resulting in large numshef LIO calls create massive scalability barrierssystems
with large user counts. Not only do unnecessary ¢a{ls motivate excessive CPU capacity consumpthay, often
drive large numbers oftch free waits forcache buffers chains latches [Millsap (2001c)]. Attempted latch acqtidsis in
and of themselves can cause excessive CPU capacisyimption, especially in environments where ataljave
increased the value o§PIN_COUNT beyond its default value (as a general rdtn').

There are several good resources available toddeiplain how to optimize SQL: [Ensor and Stevend®97a,
1997b); Harrison (2000); Lewis (2001b, 2002); K{2601); Adams (2003); Lawson (2003); Holt et aDq3)] 2
Contributors to various mailing lists like Oraclefhttp://www.cybcon.com/~jksti)ldo an excellent job of helping |
users write efficient SQL. Each of these sourcekides good advice about how to write efficient Sgging
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methods including (but by no means restrictedte)following:

2 'm also eager to see the new SQL optimization book thaff@a (ttp://www.singingsql.comis reportedly writing as | finish this
book.

e Diagnosing the behavior of SQL statement executitts tools liketkprof, EXPLAIN PLAN, and debugging
events like 10032, 10033, 10046, 10079, 10104 1824 1.

e Diagnosing the behavior of the Oracle query optémizsing debugging events like 10053.
e Manipulating SQL text to permit the use of moreadit execution plans.

e Defining an efficient index strategy to aid in leettlata reduction for queries without producingessive
overhead fOINSERT, UPDATE, MERGE, andDELETE operations.

e Using the stored outlines feature to force the @rguery optimizer to use the plan of your choosing

e Creating appropriate table, index, and databasistta to better inform the Oracle query optimiadout
your data.

e Designing physical data models that facilitatedtwage and retrieval operations your applicatexuires.

Designing logical data models that facilitate ttrage and retrieval operations your applicatiaquies.

11.3.2 Parse Optimization

Excessive parsing is a sure-fire way to ensureahatpplication will never scale to large user ¢s(Holt and
Millsap (2000)]. The general sentiment that studeseeem to bring to our classrooms is that harcepaae huge
scalability inhibitors for transaction processilygtems, but "soft parses" are okay. More to thatppierhaps people
believe that hard parses are avoidable, but "sofigs" are not. Both sentences are only half ltaed parseare as
awful as people expect, and you can avoid themsingwind variables instead of literal values imiyapplication
SQL. However, so-called soft parses are awful @irtbwn right, and you can avoid more of them than might
have thought.

Many authors use the term "soft parse” as a syndoyfiparse call.”" | prefer the term "parse cdii¢cause it focuse
your attention upon the application, where you aetuially implement a remedy action. Using the tésoft parse’
seems to draw people's focus to the database, vdnchthe stack layer where you can fix the problem.eawhy.
Any time an Oracle kernel process receives a paisérom an application, that kernel process nuastsume CPU
capacity on the database server. If the kernesfardappropriately sharable cursor for the queheein the session
cursor cache or the Oracle library cache, thempénse call never motivatedard parse and the parse call ends up
being cheaper than it might have been. Howeven etieaper than a soft parseésparse Applications scale best
large user counts when they parse as infrequestboasible. You should strive to eliminate unneasgsparse calls
whenever you can.

) In fact, applications scale best when they makesthallest number afatabase callshat
they can. The evolution of the Oracle Call Inteef§©ClI) reflects this goal. For example,
w 4. the release 8 OCI reduces client-server round imipsnumber of clever ways

' (http://otn.oracle.com/tech/oci/htdocs/Developingasptm). The release 9.2 OCI goes
even further to prevent many database calls impipdication from ever even reaching the
databaseh(tp://otn.oracle.com/tech/oci/htdocs/ociQir2_neeattires

On high concurrency systems with unnecessarily hayise call counts, largeu service numbers often correlate
with large numbers ofitch free waits for library cache, shared pool, and oththles. Attempted latch acquisitions in
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and of themselves can cause excessive CPU capacisyimption, especially in environments where ataljave
increased the value 0§PIN_COUNT (again, as a general rutipn'f). Furthermore, excessive parse calls cause
unnecessargQL*Net message from client latencies, which can add up to several secondsspbnse time waste for
every second of actual work done inside the databieally, parse calls that use long SQL textater@nnecessary
SQL*Net more data from client latencies, which can also add up to big respdnsenumbers.

If your performance problem is caused by large rensbof parse calls, then consider the followingkiaad
reduction strategies:

e Don't use string literals in SQHERE clauses. Use bind variables (placeholders) instesgakcially when the
literal string has high cardinality (that is, white literal string has many possible values). Usimigpg literals
instead of bind variables consun@®s service and, on high concurrency systems, it causes ussangatch
free waits for shared pool, library cache, and row eachject latches.

e Extract parse calls from within loops so that apliaation can reuse the cursor prepared by a sipgylee call
many times. The pseudocodeEbfample 11-Zhows how.

Example 11-2. Parsing inside of a loop creates aehdful scalability inhibitor

# BAD, unscalable application code
for each v in (897248, 897249, ...) {
¢ = parse("select ... where orderid = ".v);
execute(c);
data = fetch(c);
close_cursor(c);

# GOOD, scalable application code
¢ = parse("select ... where orderid = :v1");
for each v in (897248, 897249, ...) {
execute(c, v);
data = fetch(c);

close_cursor(c);

e Deactivate application-to-database driver featthasmotivate morparsedatabase calls than are apparent in
the application source code. For example, the BPRtIprovides grepare-level attribute calledra_check_sgl
whose default value of 1 motivates two parse gadisPerbrepare function call. The first parse call is
performed to help the application SQL developerexprickly debug his application source code by jgliog
more detailed diagnostic information in responsfatied parse calls. However, on production systetrs
feature should be deactivated because it motivatescessary parse calls.

e Use a multi-tier application architecture in whiedich application service parses all of its SQLestants
exactly one time and then reuses cursors for thation of its uptime.

e Don't send long SQL text stings in parse calls. &étseed procedure calls instead. Sending long QL t
strings in parse calls consumes unnecessRWyservice consumption on the server—even when they use bind
variables. Even when the SQL text is completelyehiale, the Oracle kernel must validate object [ssions
each time it receives a SQL text string from a mer ID (when the kernel receives a stored proeedail,
the procedure executes in its owner's contexhie@ermissions on objects inside the package reee t
checked only once-the application developer doesn't specify the afthe invoker's rights) [Adams (20(
371-372]. Passing long SQL text strings also causescessary network load, which manifests@sNet
more data from client latency for the Oracle kernel process making #rsgcall, and as longeQL*Net message
from client latencies for everyone else.

e Reduce the application's use of public synonymsuf have an extraordinarily large number of object
references [Adams (2003) 373-375]. Searehw.google.conwith site:www.ixora.com.au “public synonym" for
additional information.
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11.3.3 Write Optimization

The design of the Oracle kernel centralizes itsimgitasks nicely into a small set of specializadkground
processes. The processes that do most of Oraclésoperations are DBWR, LGWR, and ARCH. Most tates
do far more reading than they do writing. Howeweany systems have important service level agreestent
business functions that require high-performandéngt and even on systems where writing takesck saat to
reading, slow writes can mess up performance faggén indirect ways. For example, the poor pertoroe behavic
of a slow DBWR process can show upgrasbuffer waits events in query response times. Excessive wrigeabipns
can queue at storage devices ahead of legitimatkereguests, resulting in degradedile sequential read, db file
scattered read, OI direct path read performance.

There are several ways that workload optimizatim improve DBWR, LGWR, and ARCH write performantie
most commonly required optimization is actuallyetominate unnecessary LIO operations (Seetion 11.3.L
Unnecessary LIO operations can motivate unneces¥@mead calls, which can queue ahead of DBWR synitéict
can inspire longer-than-expected write latenciesbdir single write anddb file parallel write Operations executed by a
DBWR process.

Next, you should ensure that all the writes yopligption does are truly necessary. There aredbsmneaky way:
that an application can generate more writes thagally needs to. For example:

e The Oracle kernel generates redo and undo for emdex block that is changed by BSERT, UPDATE, Or
DELETE statement, so the presence of unnecessary indaregenerate lots of unnecessary undo in trang
processing systems. For example, an insert irsble tvith three indexes generates roughly ten timeae
workload than an insert into an unindexed tablesfifrand Stevenson (1997a), 147].

e Some applications generate unnecessary undo byingdalumns to the same value they already had. Fo
example, in a SQL statement that sets a statugrbiagN to Y based on some set of conditions, make sure
your WHERE clause includes a predicate that speciies STATUS="N". Automatic application generators of
update columns to values they already had. Thaywlben they generate amDATE statement that updates
every column that has a value shown on the cus@een. Instead of updatiadl the columns with on-screen
values, they should update only the columns thatger hashanged

e Application users and database administrators xaoute table and index operations that use tiesING
designation by default, but that could have beefopmed just as well with theOLOGGING designation. (Th
keywordsLOGGING andNOLOGGING replace the deprecated keywoRETOVERABLE andUNRECOVERABLE.)

UsingNOLOGGING is not a good idea if you actually want an operatbd be recoverable.
“'@ For example, you don't want to UseLOGGING operations on a database that participates
in a hot standby architecture. Oradlpfovides &ORCE LOGGING mode to stop

developers from successfully using ¥® O0GGING option.

Your system configuration decisions influence theant of workload your system must endure, too.es@mple,
RAID level 5 disk configurations are particularlylaerable to write-induced waiting. Every write fmemed by an
Oracle DBWR process is a single-block write, whithID level 5 handles very inefficiently unless ashbeen
configured with a sufficient amount of cache. Wisestained write rates overwhelm the storage cagpatthe
cache, the performance of a RAID level 5 disk grdagrades to roughly four times worse than theyarexpected
operational throughput. Your best solution is im@late enough wasted workload that your sustaif@date to the
device drops to a suitable level. Failing that, gan choose one of the following courses of action:

e Increase the size of the cache (which will onlyedeifie problem, but perhaps you can defer it lormugh to
suit your application for the duration of its pd&R load).

e Increase the number of RAID level 5 disk groupsickged to servicing your database application'd sesd
write request:
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e Reconfigure your disks into a different RAID orgzation that allows you to achieve higher 1/O thriopigt
rates without the need to buy additional memorglisks. For example, use striping and mirrol

URL nhttp://safari.oreilly.com/059600527X/optoraclep-CHP-11-SECT-3
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Book: Optimizing Oracle Performance
Section: Chapter 11. Responding to the Diagnosis

11.4 Attributes of a Scalable Application

Building scalable applications is hard work. It'/®gharder than anything that fits in just ondwo pages can solve.
But by now, I'm sure you have noticed a coupledefis about Oracle performance that | consider atiom

1. Most systems have plenty of hardware dedicatedem} they are slow becausevedste

2. Eliminatingthat waste is much more economically efficienhtlrging to cover up the problem by adding
more capacity to the system.

| therefore submit that building fast, scalablelaggpions requires adherence to a kind of Goldete RfiApplication
Design:

Don't design your application to @mythingthat isn't absolutely necessary.

It sounds horribly lazy, in direct violation of tlseund work ethics that our good fathers and methave taught us.
But doing things an application doesmetedto do is exactly what makes it slow, unscalablri¢w is different from
slow[Millsap (2001a)]), and—in the end—economicallgfficient. The following few bits of advice bringme
concreteness to this Golden Rule:

1. Don't run reports that nobody reads.
2. Don't generate more output than you need.
3. Don't execute a business process any more ofterthlesbusiness needs.
4. Don't write SQL that visits more blocks in the detse buffer cache than necessary.
5. Don't update a column's value to the same valalkestdy has.
6. Push data when it's ready instead of forcing appbas to poll to see if there's any work to do.
7. Don't generate redo and undo when you don't nextkettoverability benefits provided by generating it
8. Don't parse any SQL statement that you could hesgparsed and shared.
9. Don't process DML one row at a time; use arrayhiesc bulk inserts, etc.
10. Don't lock data any more often or for any longentlis absolutely necessary.

While 1 won't pretend that the list is completélol believe that it should help you get into theispf understanding
what an appropriately lean application should Iblod.
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Book: Optimizing Oracle Performance
Section: Part III: Deployment

Chapter 12. Case Studies

If you've read the whole book to this point, theonceptually, you're ready to do performance impnognt projects
in a whole new way. However, being "conceptualpdyg’ to do something and actually committing yolirsethe
experience of doing it are two completely differéhings. Because the new Method R contradicts auiovg it can
be especially difficult to commit to using it. illy every book, paper, newsletter, web pageywsot tool,
consultant, colleague, and friend who has evergieduyour attention before this book has given gdvice about
"tuning" that radically contradicts what I'm teblityou to do here. In an attempt to convince yountd/lethod R, this
chapter contains some examples to show you howritsiin practice. My hope is that by showing yowlray
colleagues and | respond to some patterns thabwenonly see in our optimization work, you'll imagimore
vividly how Method R can work for you.

Think of learning Method R in the same way that {earned to speak your native language. You begabberving
other people performing the act you were tryingetirn. Specifically, you didot learn how to speak as a child by
studying syntax diagrams and declension tablgsufstudied those things at all, you dida$ter you had gained
significant familiarity with the language. Your tgeers probably forced you to study them in schgolr
educational system's motive for exposing you touth@erlying rules of the language was to enabletg@ubject
your use of language to a more formal analysiswloatid help you communicate more effectively latelife.

I want to help you learn Method R in a similar whythe following sections, | present a few exarsgé&common
Oracle performance improvement projects that youfalow from beginning to end. My plan is that siyidying
these examples, you'll quickly notice the emergerideey behavior patterns that you'll be able tpycim situations
that differ from my examples. If you evolve moreegly into Oracle performance improvement as a sitgcthen
you'll need the syntax rules and declension tabigs| provide in Part |

The case studies in this chapter derive from aewadf sources, including:
e Hotsos Profiler customers who have submitted tfide® to www.hotsos.confor analysis
e Hotsos Clinic students who have brought a traeetéilclass for live, in-class analysis
e Client visits performed by Hotsos performance spexts

e Questions and answers appearing on public newggrou

All the examples are real. | do not reveal the sewf each case, nor do | identify the people &) but every case
described in this chapter came to us as a legidinpain that had, until submission to Method R, edasblution. As
you will see as you gain experience with the metitodrect use of Method R leads inevitably to ohevo
conclusions:

e You find the root cause of a performance problemd, you're able to determine how much performance
improvement you should expect.

e Or, you become able to prove that improving peramoe for the user action under analysis is not
economically justifiable

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-12
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Book: Optimizing Oracle Performance
Section: Chapter 12. Case Studies

12.1 Case 1: Misled by System-Wide Data

After several months of trying to arrange a saldkioto a local account in Dallas, owww.hotsos.consales staff
finally got a phone call on a Monday. The peoplthwihom we'd been trying to arrange a visit hadlfinreached
their wits' end with a performance problem, ang twere going to give us a shot at fixing it. Sowednesday, we
got our chance.

The scenario was similar to ones we had seen bé&fbeecompany had been fighting a performance probtith a
particular program's response time for several hnAll of the in-house experts had given the pobtheir shot
over those months. None of their attempts had texbith any appreciable performance gains. Theyfinatly
reached the level of frustration with the probldrattmanagement had decided to invest a large obfucesh into
fixing the problem. So on the weekend prior to pione call, the company upgraded their system'ssCPhke
upgrade process went successfully, and of courseyene was excited—perhaps a bit nervous—to see the
improvement on Monday.

To their horror, the performance of the slow prograasactually worseafter the very expensive upgrade. Not just
"seemed worse)asworse; measurably worse. So, on Monday we gobagleall. Our invitation said, "Come in
and show us what you can do." Two days later, wergour car and drove across town. This is whatouad:

e The company used the Oracle Payroll product. Iteeagigured in a conventional way, with batch jobs
running on the database server, and dozens of brdased users scattered throughout the buildinglocad
area network (LAN).

e PYUGEN program performance had been hurting the busioeseveral months. When we arrived, the
PYUGEN program—a batch job—was able to process abous&@rmaments per minute. Targeted performance
was twice this throughput.

e The customer used an internationally renownedsféatured performance monitoring tool that quedath
from fixed views likev$sysSTEM_EVENT andvsLATCH. This tool showed that the system's bottleneck was
waits for the Oraclétch free wait event. The vast majority @fch free waits were waits for cache buffers
chains latches.

e The customer understood correctly that contentiorcéche buffers chains latches was a likely irtaiosof
inefficient (that is, high-LIO) SQL. However, thestomer's application developers had analyze@tbeeN
program and found no way to reduce the SQL's LIGnto

e A recent upgrade of all twelve of the system's CRoi® 700 MHz to 1 GHz had ma@®UGEN performance
measurablyvorse Failure of the CPU upgrade to improve performamas the "final straw" motivating the
customer to invitevww.hotsos.constaff to come onsite.

12.1.1 Targeting

By the time we arrived onsite, the customer haglaaly completed the user action targeting step datiying

PYUGEN as the system's more important performance prabléns, our first step with the customer was toifdge
collection of properly scoped diagnostic data.s ctustomer, collecting Oracle extended SQL tdate was
straightforward because user action response timsisted exclusively afYUGEN program execution. We used our
free tool called Sparkyh(tp://www.hotsos.cointo manage the extended SQL trace activation aadtivation.

The execution that we traced consumed slightly nttma half an hour, producing roughly 70 MB of exted trace
data. After the program completed, we executedHibtsos Profiler upon the data, producing the resoprofile
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shown inExample 12-1

Example 12-1. Resource profile for an Oracle Payrbprogram

Response Time Component Duration # Calls  Dur/Call

SQL*Net message from client 984.0s 49.6% 95,161 0.010340s

SQL*Net more data from client  418.8s 21.1% 3,345 0.125208s
db file sequential read 279.3s 14.1% 45,084 0.006196s
CPU service 248.7s 12.5% 222,760 0.001116s
unaccounted-for 27.9s 1.4%

latch free 23.7s 1.2% 34,695 0.000683s

log file sync 1.1s 0.1% 506 0.002154s
SQL*Net more data to client 0.8s 0.0% 15,982 0.000052s
log file switch completion 0.3s 0.0% 3 0.093333s
enqueue 0.3s 0.0% 106 0.002358s

buffer busy waits 0.2s 0.0% 67 0.003284s
SQL*Net message to client 0.2s 0.0% 95,161 0.000003s
db file scattered read 0.0s 0.0% 2 0.005000s
SQL*Net break/reset to client 0.0s 0.0% 2 0.000000s
Total 1,985.3s 100.0%

The data in the resource profile came as a surfwiseeryone who had worked on the project forthast few

months. From the resource profile alone, we colrehdy determine beyond the shadow of a doubtviia#t forlatch

free were virtually irrelevant in their influence oviatal PYUGEN response time. If the company had been completely
successful in eliminatingtch free waits from their system, it would have made oridpit a 1% difference in the
runtime of this program.

] This kind of thing happens frequently in our figdrk: you camot detect many types of
o user action performance problems by examining systide data. The data from
W) #.  V$SYSTEM_EVENT was true; it was just irrelevant to the problerhand. You cannot

extrapolate detail for a specific session from aggted system-wide data.

o

Actually, thevssysSTEM_EVENT view had indicated clearly that the top wait eweBESQL*Net message from client, but
of course every good Oracle performance analysivkriibat you have to discard all the SQL*Net evémisause the
are "idle" events.

Roughly 50% of the totalYUGEN response time was consumed by executionsofsystem calls to the SQL*Net
mechanism. The occurrencesujL*Net message from client events at the top of the resource profile motidaeuick
re-check of the collected data to ensure that tommence of this between-calls event was notéiselt of data
collection error. It wasn't. Th&QL*Net message from client events and their durations were distributed unifgr
throughout the trace file. These wait events wieeerésults of thousands of database calls. Wheragdun the effe
of the other SQL*Net even$QL*Net more data from client, we had discovered the cause for over 70%y0fGEN's total
response time.

12.1.2 Diagnosis and Response

You of course cannot ignore 70% of a program'saese time, even if people do call the motivatingres “idle.”
Idle or not, this time was part of someone's respdime, so we needed to deal with it. If we haclnitected our
statistics so carefully (with proper time scope araper program scope), then we would have sedrapty much
moresSQL*Net message from client time in our data. If you make that particular eotlon error, then yomustdisregard
the so-called idle wait time.

The top line of the resource profile was naturtilly symptom we investigated first. Because this avpepackaged
application, we expected that the number of datbalis would be difficult for us to manipulate,we let our
attention wander to the duration-per-call columeré] we found a number that looked suspiciously H&kH (on the
order of 0.010 seconds, as describe@liapter 1)) not IPC-like (on the order of 0.001 secondsess). So we
reconfirmed that theyUGEN batch program had indeed run on the databaserdase(with theeYUGEN process's
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corresponding Oracle kernel process) by checkiag¢BeSsION data collected automatically by Sparky upon
collection activationExample 12-

Example 122. The data that Sparky obtained from V$SESSION vefied that the PYUGEN process was in fac
running on the same host as its Oracle kernel pross

Oracle instance = prod (8.1.6.3.0)
host = dalunix150.xyz.com (OSF1 V5.1)
program = PYUGEN@dalunix150.xyz.com (TNS V1-V2) (session 611)
trace file = /prod/u001/app/oracle/admin/prod/udump/ora_922341.trc
line count = 1,760,351 (0 ignored, O oracle error)
t0 = Wed Sep 12 2001 14:10:27 (388941433)
t1 = Wed Sep 12 2001 14:43:32 (389139973)
interval duration = 1,985.40s
transactions = 672 (672 commits, O rollbacks)

Sure enough, the hostname reported to the rigthieah character irv$SESSION exactly matched thode name
reported in the preamble of the SQL trace fleuGEN had definitely run on the same host as the dataderver. So
why would therYUGEN program suffer from such larg®L*Net message from client latencies? We examined the
system'snsnames.oréile to find out. It turns out that to conserves®m administration effort, the system's mane
had decided to use a single TNS alias system-Wide batch jobs were using the same TCP/IP protxapter as
the system's browser clients were using.

It was easy to devise a strategy that was perfacttgptable in terms of system administrative ceatdhWe could
add a second alias to the existtngnames.oréile. The second alias would be identical to tkisting alias except
that it would have a different name, and it wous@ the syntagpROTOCOL=BEQ) instead ofPROTOCOL=TCP). The
customer would shut down the Oracle Applicationa@@orent Manager and restart it, specifying the aéas that
used thébequeattprotocol adapter. The newsnames.oréile could be pushed out to everyone on the system
without side effect. Everyone except for the perstio started the Concurrent Manager would useah@esTNS
alias as before.

Before implementing this change, the customer rsimale test. He executed and timeskaecT statement that
would require a few thousand database calls fr@&®ha*Plus session executed on the database sesedr e ran i
once through a session established with the cdg #tiat used the TCP/IP protocol adapter. He thethe statement
again through a session established with the niaxs tidat used thieequeattprotocol adapter. The test showed that
using thebequeattprotocol adapter reduceL*Net message from client latencies to less than 0.001 seconds. We ¢
expect to eliminate at least 40% of the prograoia response time by executing this one changeealms shown in
Figure 12-1

Figure 12-1. We could expect that reducing the peratl latency of SQL*Net message from client eventsdm
0.010 seconds to 0.001 seconds would eliminate mtiran 40% of PYUGEN's response time
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We actually had reason to expect better than ait@8tovement. The second most important contribtd@yUGEN
response time was another SQL*Net event cal@dNet more data from client. The cause of this event was a sequence
of parse calls that passed excessively long SQisteérgs through SQL*Net from the client to theves (instead of
using stored procedure calls to accomplish the gaing). The long SQL text strings wouldn't fitana single

SQL*Net packet, so the Oracle kernel spent a cenalile amount of time awaiting second and subsé@@h*Net
packets during parse calls. Of course, becausdedPayroll was a prepackaged application, our steonh hopes for
reducing the number of executions of this evenevam. However, we had reason to believe that lscaome of

the SQL*Net more data from client latency was network transport, the protocol adagitange would improve the
performance of this event's executions as well.

12.1.3 Results

The bottom-line results were excellent. Payrollogssing performance improved from executing 27gassénts per
minute to 61 assignments per minute. The proposathmes.orahange took 15 minutes to test and about a week to
navigate through change control. Our whole engagématehe client lasted less than four hours. @ftime, two

hours were consumed installing Sparky (which regplix Perl upgrade on the database server hosty, littid more

than half an hour was consumed by lettingrtheGEN program run with a leved-extended SQL trace turned on.
remaining hour and a half contained the whole megetjreeting, analysis, testing, and recap aciiti

Oh yes... Why did the Payroll program gkiwerafter the CPU upgrade? Not much Payroll programe tivas spent
consuming CPU service, so the upgrade had velgy diitect positive effect uporvUGEN. Most of the program's
time was spent queueing for the network. Other ranmg ran at the same time as this Payroll job.dmRe upgrade
madethemfaster, which intensifietheir number of network calls (which remained uncharaféer the upgrade) into
a smaller time window. The result was increasedpsdition for the network during the Payroll run.€réfore, every
network 1/O call the Payroll program made wastéelglower than before the CPU upgrade. The degjcaden
network response time overwhelmed the small dimptovement of the CPU time reduction, resulting inet
degradation of Payroll performance...not a goodghbecause this Payroll program had a higher basipriority
than everything else on the system.

12.1.4 Lessons Learned

This case is a classic illustration of the follogiimportant points:

e Don't let yourvs data tell you what your system's problem is. Yiousiness should decide that. The real
performance problem in your system is whatevey fhat is causing response time problems for
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business's most important user action.

e You can't extrapolate detail from an aggregate. ¥annot necessarily determine what's wrong with an
individual program by examining only the system-gvtatistics for an instance.

e Capacity upgrades are a riskier performance impnavg activity than many people think. Not only ¢hay
waste a lot of money by being ineffective, they aatually degrade performance for the very prograousre
trying to improve.

e It's nearly impossible to find and repair your peniance problems by executing the old trial-and+err
approach. There are just too many things mhightbe your performance problem. Instead of checking
everything thamightbe causing your performance problem, it's easygmdo simply ask your targeted user
actions whais causing your performance probl¢

URL nttp://safari.oreilly.com/059600527X/optoraclep-CHP-12-SECT-1
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Book: Optimizing Oracle Performance
Section: Chapter 12. Case Studies

12.2 Case 2: Large CPU Service Duration

One of our firstvwww.hotsos.contustomers was an Oracle Financial and Manufagkpplications site. The
customer was experiencing poor response times/erakdifferent programs—some stock, some custdis T
customer engaged us not to fix performance prohléotsto teach their staff how to do it. Job onewateach the
customer's new performance analyst how to colledtuse good diagnostic data. Job two was to hackwn pre-
beta Sparky and Hotsos Profiler software into wessahbpe so the customer could use it after we tiael jome. It
was a nice experience for us. The new performanalyst was an applications administrator and hagmactually
done much performance improvement work beforegrogect.

Over the course of a couple of months, our contdtttthe new performance analyst dwindled fromydphone call:
to weekly emails. One day we received a call jostay hello and to brag a little bit about oneisfday's
accomplishments. This is the story of that accoshptient.

12.2.1 Targeting

Over the previous few weeks, our friend had donexaellent job of working down his company's liftargeted
slow user actions. He described that he had agtgatten to the point where the conspicuous absehperformanc
complaints had left him with more free time at wtlikn he was accustomed to having. So, with sorhésdfee

time, he had decided to investigate why a partidogéch job had always taken so long. (Remembeméw
performance analyst had worked closely with thdiegions before this performance improvement mbjso he
knew first-hand how long this thing took.) So hectd the progranicxample 12-Z3hows the resource profile for the
trace file.

Example 12-3. Resource profile for Oracle Purchasgnprogram

Response Time Component Duration # Calls  Dur/Call
CPU service 1,527.5s 60.8% 158,257 0.009652s
db file sequential read 432.0s 17.2% 62,495 0.006913s
unaccounted-for 209.6s 8.3%

global cache lock s to x 99.9s 4.0% 3,434 0.029083s
global cache lock open s 85.9s 3.4% 3,507 0.024502s
global cache lock open x 57.9s 2.3% 1,930 0.029990s
latch free 26.8s 1.1% 1,010 0.026505s
SQL*Net message from client 19.1s 0.8% 6,714 0.002846s
write complete waits 11.1s 0.4% 155 0.071806s
enqueue 11.1s 0.4% 330 0.033606s

row cache lock 11.1s 0.4% 485 0.022887s

log file switch completion 7.3s 0.3% 15 0.487333s

log file sync 3.3s 0.1% 39 0.084872s

wait for DLM latch 3.0s 0.1% 91 0.032418s
global cache lock busy 1.5 0.1% 11 0.139091s
DFS lock handle 1l4s 0.1% 43 0.032558s
global cache lock null to x 0.9s 0.0% 8 0.112500s
rdbms ipc reply 0.6s 0.0% 7 0.081429s

global cache lock null to s 0.4s 0.0% 7 0.060000s
library cache pin 0.1s 0.0% 7 0.015714s
SQL*Net message to client 0.0s 0.0% 6,714 0.000003s
file open 0.0s 0.0% 13 0.000000s
SQL*Net more data from client 0.0s 0.0% 2 0.000000s
Total 2,510.5s 100.0%

As you can see, CPU service and database filengadiminate the profile with almost 80% of the toésponse
time. Roughly 10% more of the response time is gomesl by global cache lock operations required tacter
Parallel Server, and the final 10% was distributeér a few percentage points of unaccounted-foe &imd lots of

http://safari.oreilly.com/?x=1&mode=print&sortKey=title&sortOrderc@&siew=&xmlid... 4/26/200-



O'Reilly Network Safari Bookshe- Optimizing Oracle Performan Page2 of 4

inconsequential events.

There's no way by looking only at the resourceifgdd determine whether the CPU service consumgfmwn her
is excessive, but to make a material impact uperatmost 42minute response time will certainly require a retthn
of the duration of thepu service component. The first question you answer in a Gkeehis is, "Which SQL is
responsible for this CPU service consumption?" Aibesos Profiler makes this task particularly edgyproviding a
section in its output that lists the top five SQatements that contribute to each response timg@ooent, as shown
in Example 12-4

Example 12-4. The Hotsos Profiler identifies the adribution to CPU service duration by SQL statement

SQL Statement Id Duration
704365403 1,066.4s 69.8%
3277176312 371.9s 24.3%
1107640601 8.55s 0.6%
3705838826 6.5s 0.4%
529440951 6.0s 0.4%
111 others 68.7s 4.5%
Total 1,527.5s 100.0%

Two SQL statements completely dominate the sessoammisumption of CPU capacity. In the Hotsos Reoblutput,
each statement ID is a hyperlink that takes yahéodata shown iBxample 12-5With Oracle'dkprof utility, you

can accomplish the task by specifying the sortmosae=prscpu,execpu,fchcpu. With this sort order, the SQL statement
that you're searching for will then show up attibye of the output.

Example 12-5. SQL text and performance statisticof statement 704365403, the top contributor to the
session's CPU service consumption

Statement Text
update po_requisitions_interface set requisition_header_id=:b0
where (req_number_segmentl=:bl and request_id=:b2)

Statement Cumulative Database Call Statistics
Cursor Action - Response Time ------- LIO PIO
Action Count Rows Elapsed CPU Other Blocks Blocks

Parse 0 o 0.0 0.0 0.0 0 0
Execute 1,166 0 1,455.0 1,066.4 388.6 8,216,887 3,547
Fetch 0 O 0.0 00 0.0 0 0

Total 1,166 0 1,455.0 1,066.4 388.6 8,216,887 3,547

PerExe 1 O 1.3 09 03 7,047 3
PerRow 1,166 1 1,455.0 1,066.4 388.6 8,216,887 3,547

The information inrExample 12-5s quite revealing. Here are some interesting vasiens:

e The statement that contributes the most CPU tintkeasession's response time is a very simopiaTE that
is executed 1,166 times.

e However, 1,166 executions of thisDATE statement never processed a single row.

e Each execution required an average of 7,047 LIQatjpas (that's 8,216,887 LIOs divided by 1,166
executions) to determine that no rows matchedtdtersent's simple&/HERE clause predicate.

e The database buffer cache hit ratio for this statdris very "good." It is:
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LIO=PIO

LIO
8,216,887 - 3,547
8,216,887
=0,999568

CHE =

Ironically, one of the reasons that this statenmewer percolated to the top priority for the sysgeem
performance analysts may have been that its cdth&tib was so good, the system's performance toiong
tools regarded the statement as exemplary.

12.2.2 Diagnosis and Response

In Chapter 111 describe a simple rule of thumb about LIO callints: if a SQL statement requires more than about
ten LIO operations per row returned per table koM clause, then the statement is probably doing taoym

LIOs. Well, thisuPDATE statement isn't a query witlFeom clause, but nevertheless, it does execute muttieof
same Oracle kernel code path as would the followjungyy:

select requisition_header_id=:b0
from po_requisitions_interface
where (req_number_segmentl=:bl and request_id=:b2)

How many LIOs should be required to determine thistquery returns no rows? My estimation is fethan ten.
Here's why: if a composite index existed upon e ¢olumnsREQ_NUMBER_SEGMENT1 andREQUEST_ID, then the
Oracle kernel should be able to determine thagtlezy returns no rows by simply plunging the inffexn root to
leaf. The number of LIO operations required to exechis plunge is the height of the index. Theghteof an index
is itsBLEVEL value (for example, frommBA_INDEXES, for index segments you have analyzed) plus ohe.riiost
enormous indexes I've ever heard of have heighgswdn or less. Therefore, you should expect withraposite
index UPOrREQ_NUMBER_SEGMENT1 andREQUEST_ID, the number of LIO operations per executions kgllseven ¢
less.

Remember, a database call's CPU consumption islyipuaportional to the number of LIO operationgpérforms.
Therefore, if you can reduce a call's number of bff@rations from 7,047 to just 7, then you can ekpmereduce the
database call's total CPU consumption by a sirfaletor of 1,000. You can thus expect for the LIQuetion to

cause a total CPU consumption reduction for exenatof thisupDATE statement from 1,066.4 seconds to roughly 1
second. This expected improvement of roughly 1$idnds is a big enough chunk of response timetiediuthat

it's worth testing the result at this point. Theammended performance improvement activity is éater a composi
index upon the two colummEQ_NUMBER_SEGMENT1 andREQUEST_ID.

12.2.3 Results

The total program response time actually droppethbynore than the 1,000-second savings that tése The
overachievement came from collateral benefits vidiclg:

e The second largest SQL contributor to the sessORl service consumption, statement 3277176318, use
the exact sam@HERE clause as statement 704365403 used. The indetiocréfaus had a tremendous
performance improving effect upon both of the toptdbutors to the session's total response time.

e LIO reduction reduces total session workload, ost jn thecPu service category, but in other categories as
well. Notably, if you can eliminate many of a ses& database buffer visits, then you will usualigninate
many of the session's motives for performing deskdroperations as well. Eliminating LIO operatialmost
always produces the collateral benefit of redudé&l dall counts as well. Reducing LIO call count caduce
walits forglobal cache lock... eventsiatch free events, and others as well.

Creating a new index also creates the risk of tmi#ddamage however. In this case, the risk of query damage w
minimized because the base table was an interédte that was referenced by only a few SQL statésriarthe
application. To be completely thorough when yowatzea new index (or drop an old one), you shoulchexk all of
your application's execution plans to ensure thatgan changes introduced by the schema changeatarmful.
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(The Project Laredo tool describechitp://www.hotsos.cons one way to accomplish this.)

12.2.4 Lessons Learned

This case highlights several important ideas:

e SQL optimization is often simpler than you mighpegt. The key is in knowinghich SQL you need to
optimize.

e The collateral benefit of LIO call reduction is extnhely powerful.

e Creating or dropping an index provides opportufotyboth collateral benefit and collateral damage.

Mitigating your risk requires analysis all the potential execution plan changes that theximignipulation
might inspire.

e A SQL statement's database buffer cache hit ratiwi a valid measure of its efficiency.

URL nhttp://safari.oreilly.com/059600527X/optoraclep-CHP-12-SECT-2
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Book: Optimizing Oracle Performance
Section: Chapter 12. Case Studies

12.3 Case 3: Large SQL*Net Event Duration

This case came to us in the final segment of add4o®inic. The game is that another instructor kledture for two
and a half days, and then at the end of the coweseffer to open up people's trace files anddrgliagnose them in
public forum. The theory is that we're brave enotaytry to diagnose the trace file of anyone whbrave enough to
show off their slow applications in public. It'segit fun. The students get to see whether the tggbsiwe've been
talking about actually work in reality, and theyt ¢ practice their new ideas by shouting themiodhe classroom.
The submitter usually gets a serious problem fi¥ew we get to see lots of very interesting appitcaperformanct
problems.

In this class, a very nice young lady who had s#teback of the class handed us a CD on the dimalof the
course. The trace file on this disk, she explaime the trace file from a purchased applicatioiit taith
PowerBuilder that had been slow for as long ascslid remember. In fact, the company across teestrsed the
same application and was having severe performamatgems with it as well. At every local user graupeting, her
story continued, she and the other users wouldrrelytask each other whether anyone had yet figatgdhow mak
this thing run faster. Nobody had figured out whwas so slow.

No pressurt

12.3.1 Targeting

It seemed like an excellent opportunity to demaitstthe power of Method Rhew great of a setup is a performa
problem that people have looked at for years witlsolving it. It was an opportunity straight outtbé first few
paragraphs ofhapter 1

My heart sank when we looked at the resource grédil the file. What we saw is Example 12-6lots of SQL*Net
message from client, and not really much else. The first sentenceobuaty mouth expressed my disappointment tha
might not be able to help as much as we wouldtikdecause this resource profile apparently irediua lot of user
think time, or time spent in a probably un-instrumeal application server tier, or something likettha

Example 12-6. Resource profiler for an applicatiorwritten in PowerBuilder

Response Time Component Duration # Calls  Dur/Call
SQL*Net message from client 166.6s 91.8% 6,094 0.027338s
CPU service 9.7s 5.3% 18,750 0.000515s
unaccounted-for 19s 1.1%

db file sequential read 1.6s 0.9% 1,740 0.000914s
log file sync 1.1s 0.6% 681 0.001645s
SQL*Net more data from client 0.3s 0.1% 71 0.003521s
SQL*Net more data to client 0.1s 0.1% 108 0.001019s
free buffer waits 0.1s 0.0% 4 0.022500s

db file scattered read 0.0s 0.0% 34 0.001176s
SQL*Net message to client 0.0s 0.0% 6,094 0.000007s
log file switch completion 0.0s 0.0% 1 0.030000s
latch free 0.0s 0.0% 1 0.010000s

log buffer space 0.0s 0.0% 2 0.005000s

direct path read 0.0s 0.0% 5 0.000000s

direct path write 0.0s 0.0% 2 0.000000s

Total 181.5s 100.0%

No, she asserted, she had in fact been awakedauifation of the course. She sincerely and patierplained tha
she knew what collection error and think time wewra] this trace file didn't have any. She had beberextended
SQL trace data collection immediately before a etieked an OK button to initiate an online actiamd she had
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stopped the data collection immediately after sd oticed that the system had returned the rdsutiaving the
user disconnect from the application. The userdwddally waited about three minutes from buttonkctod
disconnect. This was a two-tier application, withapplication middle tier and consequently no wtrimmented
application server code. And furthermore, she teatilour Sparky tool to collect the data.

Oh.

I had missed a clue, actually. In addition to thierage duration per call information, our actuatdés Profiler outp!
shows the minimum and maximum single wait timedach event. (It's too much information for me towlin the
limited page width allowed fdExample 12-§ The longest wait for aQL*Net message from client event had been on
the order of a few seconds. And of course, thearalht ¢ calls in Example 12-§ had | paid more attention to it, w
actually a big clue that this wasn't a collectioroeor a think time problem.

At the time, | really wasn't certain of how to akdhe problem, so, with Jeff's lead, we startimgking through our
Hotsos Profiler output. Using the principlefofward attributionas our guideGhapter 1}, we looked for database
calls that followed theQL*Net message from client events. Hotsos have since modified the code gdttisatype of
problem is very easy to solve within just a cougfleninutes. I'll describe the diagnostic procestemms of an
analysis that would take place today with the imprbHotsos Profiler.

12.3.2 Diagnosis and Response

To tie up any possible loose ends, we examinegddhenet message from client time a little more closelyExample 12-
6 doesn't show it, because the pages of this baaktarvide enough, but the Hotsos Profiler outputnsdd that the
maximumsQL*Net message from client execution duration was 17.43 seconds. A quickcbeiarthe raw trace file for
the stringela= 1743 (notice the blank space that the Oracle kernetsbgtween the and thet), revealed that there
wasactually a bit of collection error at the tailtbk file. Sitting between twRCTEND lines was &QL*Net message
from client execution with arla value of 17.43 seconds. The first commit had likerend of the user action. The
second commit occurred when the user disconneated the application. It had taken the ladies a$ewsonds to
notice that the action had completed. After coingctor this little bit of collection error, the seurce profile for the
user action is the one shownkErample 12-7

Example 12-7. The resource profile fromExample 12-6 after correcting for a 17.43-second collection eor

Response Time Component Duration # Calls  Dur/Call
SQL*Net message from client 149.2s 91.0% 6,093 0.024482s
CPU service 9.7s 5.9% 18,750 0.000515s
unaccounted-for 19s 1.2%

db file sequential read 1.6s 1.0% 1,740 0.000914s

log file sync 1.1s 0.7% 681 0.001645s
SQL*Net more data from client 0.3s 0.2% 71 0.003521s
SQL*Net more data to client 0.1s 0.1% 108 0.001019s
free buffer waits 0.1s 0.1% 4 0.022500s

db file scattered read 0.0s 0.0% 34 0.001176s
SQL*Net message to client 0.0s 0.0% 6,094 0.000007s
log file switch completion 0.0s 0.0% 1 0.030000s
latch free 0.0s 0.0% 1 0.010000s

log buffer space 0.0s 0.0% 2 0.005000s

direct path read 0.0s 0.0% 5 0.000000s

direct path write 0.0s 0.0% 2 0.000000s

Total 164.0s 100.0%

The next question to answer in this situation\ghfch SQL is responsible for the remain®QL*Net message from
client duration?" The Hotsos Profiler output providesdhswer automatically, as shownBrample 12-8!

(1] Unfortunatelytkprof and Trace File Analyzer provide no help on this type of probkwvever, using the principal of forward
attribution, you can find the top contributing statements byckeng the raw trace data.

Example 12-8. The Hotsos Profiler identifies the adribution to SQL*Net message from client durationby
SQL statement
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SQL Statement Id Duration
1525010069 23.1s 15.5%
2038166283 18.7s 12.5%
1966856986 17.6s 11.8%
1547563725 13.9s 9.3%
3230460720 10.8s 7.2%
77 others 65.1s 43.6%

Total 149.2s 100.0%

From the percentages shown in Eheample 12-8ist of SQL statements, you can see that no si8@e statement
accounts for a disproportionately large part ofghe*Net message from client contribution. Therefore, to make a big
impact upon the reduction of message from clienétiit will actually be necessary in this caseotuklat more than
just one SQL statement. However, we began by Igpéirthe first one, whose statement text and setéstatistic:
are shown irexample 12-9

Example 12-9. SQL text and performance statisticof statement 1525010069, the top contributor to the
session's SQL*Net message from client duration

Statement Text
INSERT INTO STAGING_AREA (
DOC_OBJ_ID, TRADE_NAME_ID, LANGUAGE_CODE, OBJECT_RESULT, GRAPHIC_FLAG,
USER_LAST_UPDT, TMSP_LAST_UPDT
) VALUES (
1000346, 54213, 'ENGLISH', '<BLANK>', 'N', 'sa’,
TO_DATE('11/05/2001 16:40:54', 'MM/DD/YYYY HH24:MI:SS")
)

Statement Cumulative Database Call Statistics
Cursor Action - Response Time ------- LIO PIO
Action Count Rows Elapsed CPU Other Blocks Blocks

Parse 696 O 0.9 08 01 0 0
Execute 348 348 1.7 16 0.0 5,251 351
Fetch 0 O 0.0 00 0.0 0 0

Total 1,044 348 2.6 24 01 5,251 351

PerExe 1 1 0.0 00 0.0 15 1
PerRow 1 1 0.0 0.0 0.0 15 1

Though I've not shown it in the output here, thedde Profiler revealed that there were 347 "sithBsatements in
the trace file. The Profiler defines two SQL stagets asimilar if and only if the statements are identical (as
regarded by the Oracle kernel) except for litetahg values in the statements. Oractkfwof would not have
aggregated the unshared SQL statements this wstgaith, it would have listed all 348 distinct SQxkt$eas each
consuming a very small amount of capacity. This;afrse, makes analysis a bit more difficult, dithee
information you need to determine that the statémgimould have been sharable is present in thet®Qe file.

The data irExample 12-9nake it clear why there were so many distinct 3€dts. The statement uses several string
literals instead of placeholder ("bind") variables:

1000346
54213
'‘ENGLISH'
'<BLANK>'
'

sa
'11/05/2001 16:40:54"'

The value that sticks out immediately as completgigharable is the date value in the final varigllgition. This
value corresponds to a column calledsp_LAST_upPDT—the timestamp of the last update. How many timeslavo
you expect for an application to ever reuse theteRQL text that contains a hi-coded timestamp value with one-
second resolution?
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Right, you would expect the answer to be zerodotually there's a little twist to the answer. Tiasticular
application reused the statement exactly once @h#te application used this statement twiceial}. Notice the
action count for parses and executions of thigstant (and its similar statements): the 348 statésraccounted for

a total of 696 parse calls and 348 executions.'Shight, it accounted for exactly twice as manyspa as executior

In Section 11.3.21 admonish you to extract parse calls from witloiops so that an application can reuse the cursor
prepared by a single parse call many times. ThedsdProfiler output shows (it's not showrExample 12-pthat

for the 696 parse calls, there are 348 misseselilttary cache (from theis statistic of the raw trace data). What's
happening here is that, incredibly, this applicaéatually parses each of these SQL statenterds for each execu
call, as shown ifexample 12-10

Example 12-10. An application that parses twice foevery execution...a really bad idea

# REALLY BAD, unscalable application code
for each v in (897248, 897249, ...) {
¢ = parse("select ... where orderid = ".v); # just ignore the result
¢ = parse("select ... where orderid = ".v); # do the same parse again
execute(c);
data = fetch(c);
close_cursor(c);

}

The first parse call for each statement resultslibrary cache miss (a "hard" parse), and thergkparse call for
each statement results in a library cache hit¢é™ parse).

At this point, it's important to remember our olkgaal. Executions of theQL*Net message from client wait event
dominate user action response tifagample 12-&hows that this user action executes a totalG#¥such events,
for a total response time contribution of 149.20sefs, each consuming an average of 0.024482 sependsll.
SQL*Net message from client iS a wait event that the Oracle kernel executéwden database calls. Therefore,
eliminating database calls will eliminate some cese time attributable ®QL*Net message from client events.
Happily, we had just found an opportunity to eliati® 348 parse calls. Simply find a way to stopipgrawice for
every execute call. The expected savings: abowe&dnds for the session (about 5% of the sessaialgesponse
time).

Not a huge start, but we're not done yet. As | inarih Chapter 11by extracting a parse call from within a loope th
student should be able to eliminalebut oneparse call. Using bind variables and making treedook like the
scalable application code shownErample 10-2will result in the elimination of 695 unnecessparse calls.
Expected total impact to our student's user actbout 17 seconds, or about 10% of total sessgporese time.

We wondered how many other SQL statements migkuffering from the same problems as the first ore w
examined? By visiting the detailed statistics fibtlee SQL statements in the Hotsos Profiler outpug found that
over 3,000 total database calls should be candidateslimination. Expected total impact to thensetion: over 73
seconds, or about 45% of the session's total respime.

But even that's not all. Remember, the user clicB&donce and then waited over 180 seconds forwdtregth no
opportunity for further input provided to the amaliion. But look again &xample 12-9lt is a single-rowNSERT
statement, executed 348 times, manipulating a gigtatiof 348 rows. Why would the application neéednake 348
database calls to insert 348 rows? Oracle provadesray insert function that might reduce the neinds insert
statements from 348 to perhaps 4 (if the applicatiould use an array size of 100 rows). If thimbase call
reduction could be implemented, it would reducestession’s total database call count further byertttan 650 call:
Expected additional impact to the user action: aiéuseconds, for 10% more of the session's tesganse time.

If all the proposed database call eliminations ddad implemented, the total savings would amouititeéceliminatior
of more than 3,650 calls, for a grand total of fdyd9 seconds saved, or a 54% reduction in regoome. If the
database calls could be eliminated, the user @xject a response time improvement from 164 sedonalsout 75
seconds. It is possible that if a lot of usersapplications like this one simultaneously, theotaof the network
subsystem's capacity is eaten up by wasted databHself this is the case, then eliminating thasesteful calls
might reduce network queueing delays so that tb240second latency &QL*Net message from client events might
actually drop to about 0.015 seconds. If this viereappen, then the approximately 2,400 *Net message from client
events that remain after optimization might conswmiy about 37 seconds, which would represent adgtatal of
about 110 seconds’ worth of response time reduction
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12.3.3 Results

When we assess trace files in class, we don't algat/to see the end result of our recommendafidris.case is or
such example. Because the user action in questsrpart of a packaged application, the three méatipas that we
suggested require vendor participation. The studighpass our suggestions to the vendor:

e Don't execute each parse call twice, to cut thebrrrof parse calls for many cursors in half.

e Use bind variables and extract parse calls frompsdo reduce the number of parse calls furthenoper
cursor.

e Reduce overall database calls counts by using amaessing instead of processing only one rowtiahe.

While | write this chapter, the student and | ai¢waiting to see what might happen. Her companglanning to
upgrade to the vendor's next release shortly #itebook goes to print. We'll keep you postedran\Web.

12.3.4 Lessons Learned

This case highlights the following important ideas:

e You can't just ignoreQL*Net message from client wait events. When they contribute significantlythe
response time of a properly targeted user action have to pay attention to them.

e Too many database calls can ruin your performagen when your SQL is just fine. In this case, 3@
might have in fact been wasteful. But fixing it beg fixing the problem with too many database catisild
have produced unnoticeably small results.

URL http://safari.oreilly.com/059600527X/optoraclep-CHP-12-SECT-3
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12.4 Case 4: Large Read Event Duration

Regularly, we get nice letters from people whoiaterested in letting us know that our method aradst are helping
This case is the result of one such letter fromead in Iceland who reduced the response timeqfeay from 6.5
hours to 10.9 seconds—and fixed a previously ung&eal functional bug—nby adding four bytes to its S©kt.
This is the story of how Method R helped him idgntine SQL statement that was causing the problerte end, h
improved the response time of an important batbifrjem nearly eight hours to just one hour.

12.4.1 Targeting

Application targeting in this case was typical. Bystem owner was a bank. One of the applicatlmatsh jobs was
taking so long to run that it was unable to finislits assigned batch window. The job started adQp.m. each
night, and it would sometimes run until noon th&trday. The bank was limiting the number of acceuntupdate <
that the batch job would finish before opening Iso®o our friend targeted this batch job for thiéection of
extended SQL trace dataxample 12-1Khows the resource profile for a run that consuneadly eight hours of run
time.

Example 12-11. Resource profile for a batch job thaconsumed almost eight hours

Response Time Component Duration # Calls  Dur/Call

db file scattered read 19,051.1s 68.4% 1,828,249 0.010420s

CPU service 6,889.3s 24.7% 959,148 0.007183s
db file sequential read 1,892.7s 6.8% 406,417 0.004657s
latch free 29.0s 0.1% 1,071 0.027106s

log file switch completion 1.6s 0.0% 14 0.112143s
SQL*Net message from client 0.3s 0.0% 10 0.034000s
log buffer space 0.1s 0.0% 1 0.100000s

log file sync 0.1s 0.0% 4 0.022500s

file open 0.1s 0.0% 54 0.001296s

buffer busy waits 0.0s 0.0% 14 0.002143s
undo segment extension 0.0s 0.0% 2,111 0.000014s
SQL*Net message to client 0.0s 0.0% 10 0.000000s
Total 27,864.4s 100.0%

The top lines oExample 12-1bear the distinct signature of inefficient SQLtslof file reading and CPU capacity
consumption. The next task is to determine which S@tements are consuming so many resourcesislodhe,
executingtkprof with the optiorsort=prsdsk,exedsk,fchdsk will produce a report with the SQL having the kst
number of PIO blocks at the top.

Notice, however, that basing yalkprof sort order upon the P10 blockuntis not the
“"@ same thing as sorting by total PIO ailiration What you really want is statements sorted
by total I/O call duration, bukprof does not provide this information unless you'riegis
the 9 version. Therefore, when you ug@rof, you have to examine your output visually
to make sure you have identified the SQL statertieityou really want to analyze.

The analyst in this story knew which SQL statencemitributed the most to th file scattered read problem, because
he used the Hotsos Profiler contribution table shawExample 12-12

Example 12-12. The Hotsos Profiler identifies theantribution to db file scattered read duration by SQL
statement
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SQL Statement Id Duration
1163242303 19,028.9s 99.9%
1626975503 6.7s 0.0%
808413641 5.2s 0.0%
3187134541 3.7s 0.0%
1594054818 2.4s 0.0%

8 others 4.3s 0.0%

Total 19,051.1s 100.0%

12.4.2 Diagnosis and Repair

The hunt thus progressed quickly to the performamzdysis of the SQL statement 1163242303 (thisds
statement'av value in thePARSING IN CURSOR section of the raw trace dat&xample 12-13hows the text and
performance statistics for this statement.

Note thathv is onlyalmostunique (that ishv is not unique). Two different SQL
“"@ statementsanshare the same value. You won't see it very often, but it can prap.

Example 12-13. SQL text and performance statisticer statement 1163242303, the top contributor to
session's db file scattered read duration

Statement Text

SELECT EIGANDIINNLENT_ERLENT,VERDTRYGGING,SKULDFLOKKUN,VBRTEGUND,FLOKKUR
FROM V_SKULDABREF_AVOXTUN

WHERE EIGANDI = :bl

AND INNLENT_ERLENT = :b2

AND ((RAFVAETT =:b3)

OR ((RAFVAETT =:b4)

AND (INNLAUSN IS NULL

OR INNLAUSN > :b5)

AND (VIDMIDDAGS <= :b6)))

GROUP BY EIGANDI,INNLENT_ERLENT,VERDTRYGGING,SKULDFLOKKUN,VBRTEGUND,FLOKKUR
ORDER BY EIGANDILINNLENT_ERLENT,VERDTRYGGING,SKULDFLOKKUN,VBRTEGUND,FLOKKUR

Statement Cumulative Database Call Statistics

Cursor Action - Response Time ------- LIO PIO
Action Count Rows Elapsed CPU Other Blocks Blocks
Parse 3,739 0 1.9 07 12 147 17

Execute 3,739 0 1.7 16 0.2 0 0

Fetch 4,212 473 23,466.4 4,135.6 19,330.8 36,566,201 36,550,345

Total 11,690 473 23,470.0 4,137.9 19,332.1 36,566,348 36,550,452

PerExe 1 0 6.3 11 52 9,780 9,092
Per Row 8 1 49.6 88 409 77,307 71,868

The SQL text for this statement is not too diffictal understand. In spite of the Icelandic objexrhes, the statement
is simply a query from a single object. There'sampptly not even a join. However, the statementsation plan
obtained from the trace file&gAT lines and shown iExample 12-14eveal a different story.

Something a little more complicated than a simple-table query is going on here. In fact,
V_SKULDABREF_AVOXTUN is a view. The raw trace file confirms it. The @&call for theseLECT shown inExample
12-13required a recursive parse, execute, and fetth aghinst/IEws, in the same manner as the query from
DBA_OBJECTS that | describe itChapter 5The definition of the view_SKULDABREF_AVOXTUN becomes the next
target of our attention. One thing that an Orasterded SQL trace file does not contain is therikdin of each
view accessed by SQL identified within the trade. iHowever, because the trace file makes it dhesatr
V_SKULDABREF_AVOXTUN is a view, it's a simple enough matter to quesy_VvIEWS to determine the definition.
Example 12-15hows that definition.

Example 12-14. The execution plan for the time-consing SELECT statement before optimization
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Rows Row Source Operation (Object Id)

473 SORT ORDER BY

473 SORT GROUP BY

974 VIEW V_SKULDABREF_AVOXTUN

974 SORT UNIQUE

974  UNION-ALL

686  HASH JOIN

886 TABLE ACCESS FULL SKULDABREF_AVOXTUN(21435)
103,247 TABLE ACCESS FULL VBR_FLOKKAR(19409)

288  FILTER

288 HASH JOIN

940 TABLE ACCESS BY INDEX ROWID BREF(19460)
2,649 INDEX RANGE SCAN(20593)
10,744 TABLE ACCESS FULL VBR_FLOKKAR(19409)

Example 12-15. The definition of the view behind t performance problem

CREATE OR REPLACE VIEW v_skuldabref_avoxtun (
eigandi,
innlent_erlent,
verdtrygging,
skuldflokkun,
vbrtegund,
flokkur,
rafvaett,
ostadladur,
brefnumer,
vidmiddags,
innlausn,
nafnverd,
kaupkrafa,
ees,
vextir)
AS
select
s.eigandi,
s.innlent_erlent,
s.verdtrygging,
s.skuldflokkun,
s.vbrtegund,
s.flokkur,
'N' rafvaett,
nvi(f.ostadlad,'N") ostadladur,
s.brefnumer,
s.vidmiddags,
s.innlausn,
s.nafnverd,
s.kaupkrafa,
s.ees,
null vextir
from fjastofn.vbr_flokkar f,
fia_pfm.skuldabref_avoxtun s
where f.audkenni=s.flokkur and
f.rafvaett is null
union
select
s.eig eigandi,
T,
Fja_pfm.Ymis_Foll. TegundTryggingar(f.visitala) verdtrygging,
f.skuldaranumer skuldflokkun,
f.vbrtegund vbrtegund,
s.aud flokkur,
'J' rafvaett,
'N' ostadladur,
X' brefnumer,
to_date(null) vidmiddags,
to_date(null) innlausn,
s.nav nafnverd,
0 kaupkrafa,
'+' ees,
null vextir
from fjastofn.vbr_flokkar f,
fla_pfm.bref s
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where f.audkenni=s.aud and
f.rafvaett is not null
/

The analyst discussed the view definition with aede@per who understood its business purpose. Hnain t
discussion, the analyst and developer were alpedtee that the view definition was flawed. Usingnaon of the
two SELECT statements in the view definition instead efNaON ALL was causingwo problems:

e |t caused a very costly but unneed®RT UNIQUE row source operation. (The new data that the @©nadeas
9.2 kernel emits in theTAT lines would better highlight the enormous cost.)

e It caused a bug as well, becauseulen erroneously eliminated rows that the applicatisara needed.

Example 12-1&hows the execution plan of the statement shovilxémple 12-1&fter the view definition was
corrected by inserting the bytesL into the view definition.

Example 12-16. The execution plan for the time-consing SELECT statement after optimizing the view
definition

Rows Row Source Operation (Object Id)

473 SORT ORDER BY
473 SORT GROUP BY
974 VIEW V_SKULDABREF_AVOXTUN
974 UNION-ALL
686 HASH JOIN
886 INDEX RANGE SCAN(21436)
103,314 TABLE ACCESS FULL VBR_FLOKKAR(19409)
288 FILTER
288 HASH JOIN
940 INDEX RANGE SCAN(29887)
10,744 TABLE ACCESS FULL VBR_FLOKKAR(19409)

Example 12-1&hows the more exciting news. The query that madipusly consumed 23,470.0 seconds of resg
time now consumes only 10.9 seconds. It producesdime (actually better) application output; it pEnsumes
about 6.5 fewer hours to do it.

Example 12-17. SQL text and performance statisticor statement 1163242303, after the view definition
change. Note that this is the same SQL text as show Example 12-13 only the underlying view definition has
changed. Total time reduction for the statement: fom over 23,000 seconds to just over 10 seconds

Statement Text

SELECT EIGANDILINNLENT_ERLENT,VERDTRYGGING,SKULDFLOKKUN,VBRTEGUND,FLOKKUR
FROM V_SKULDABREF_AVOXTUN

WHERE EIGANDI = :bl

AND INNLENT_ERLENT = :b2

AND ((RAFVAETT =:b3)

OR ((RAFVAETT =:b4)

AND (INNLAUSN IS NULL

OR INNLAUSN > :b5)

AND (VIDMIDDAGS <= :b6)))

GROUP BY EIGANDI,INNLENT_ERLENT,VERDTRYGGING,SKULDFLOKKUN,VBRTEGUND,FLOKKUR
ORDER BY EIGANDILINNLENT_ERLENT,VERDTRYGGING,SKULDFLOKKUN,VBRTEGUND,FLOKKUR

Statement Cumulative Database Call Statistics

Cursor Action  ------ Response Time ------- LIO PIO
Action Count Rows Elapsed CPU Other Blocks Blocks
Parse 3,722 0 2.0 06 14 44 1
Execute 3,722 0 1.3 1.4 -01 14 0
Fetch 4,195 473 7.6 2.8 4.8 44,764 792

Total 11,639 473 10.9 48 6.2 44,822 793

PerExe 1 0 0.0 00 0.0 12 0
PerRow 8 1 0.0 0.0 0.0 95 2
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12.4.3 Results

The results were stunningxample 12-1&hows the resource profile for the job after optation. Total response
time for the eight-hour batch job dropped to sligintore than one hour.

Example 12-18. Resource profile for the same batgbb that consumed almost eight hours (compar&xample
12-11). After optimization, the job consumed only slighty more than one hour

Response Time Component Duration # Calls  Dur/Call
CPU service 2,684.7s 73.9% 953,452 0.002816s
db file sequential read 847.6s 23.3% 77,944 0.010874s
unaccounted-for 93.2s 2.6%

db file scattered read 5.8s 0.2% 295 0.019627s

log file switch completion 1.6s 0.0% 7 0.234286s
latch free 1.0s 0.0% 362 0.002873s

file open 0.1s 0.0% 49 0.002041s

log file sync 0.1s 0.0% 7 0.011429s

buffer busy waits 0.0s 0.0% 1 0.010000s
SQL*Net message from client 0.0s 0.0% 10 0.001000s
SQL*Net message to client 0.0s 0.0% 10 0.000000s
Total 3,634.1s 100.0%

Before correcting the view definition for SKULDABREF_AVOXTUN, the bank had restricted the number of accounts
upon which they would allow the job to run. Othes®jithe job's execution would violate the morniogkne

window by several hours. After making the correctithey can feed virtually any parameters they wauithe query
and it will not take considerably longer to runn& optimization, the batch job has never everegattose to the
eight-hour runtime that the "before" job required.

12.4.4 Lessons Learned
This case illustrates the following points:

e The resource profile pattern of largigfile... andcpPu service durations usually indicates the use of inefficient
SQL somewhere within the user action. To fix thebpem, you have to find that SQL.

e The extended SQL trace file contained exactly tiiermation that the analyst needed to optimize the
targeting process for finding the root cause otaitch job's performance problem. Even though the v
definition was not present in the trace data, theet file contained information that focused oteration upor
the view definition as the source of the perforneapmblem.

e Sometimes, the scrutiny of performance analysi®gap functional bugs. In this case, the performance
analyst was able to determine that not only waseaific query doing more work than it should haveyas
actually returning an incomplete result set in s@ineumstances.

URL nhttp://safari.oreilly.com/059600527X/optoraclep-CHP-12-SECT-4
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12.5 Conclusion

When | departed Oracle Corporation in 1999 to erélais business calledww.hotsos.coml wasn't actually very
good at Oracle performance optimization. | hadidea that at one point in historhadbeen, but it turns out that
even that wasn't really true. But in the four yehed have elapsed since beginning this compatimnk I've gotten
better. I've had the luxury of learning through whiaelieve to be the two most powerful learninglsoavailable
within the human experience:

Immersiol

I've been able to commit tmmersingmyself in the domain of Oracle performance optatian. For four
years, learning, doing, and teaching Oracle perdoice optimization have been the focus of my prafess
life.

Copying good examples

I've had the opportunity to learn from Jeff Holtdahe many ladies and gentlemen that I've listatién
Preface of this book.

The immersion decision is of course your own. Bsinterely hope that you'll find this new book #ffid source of
good ideas and good examples that you can copgunday-to-day professional lives to remove perfamge pain
faster and more completely than you've ever expeee.

Thank you for reading this book. I hope it will pglou

URL http://safari.oreilly.com/059600527X/optoraclep-CHP-12-SECT-5
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Book: Optimizing Oracle Performance
Section: Part IV: Appendixes

Glossary

Amdahl's law

A vital insight recognized by Gene Amdahl [Amdah®67)], which allows a performance analyst to cotapu
the relevance of various proposed performance ivgments:

The performance enhancement possible with a gimg@ndvement is limited by the fraction of
the execution time that the improved feature igluse

Arrival rate (A)

The rate of arrivals into a queueing system perrafrime during a specified time interval.

Chi-square goodness-of-fit test

A statistical test that is useful in determiningetlter a data sample is sufficiently likely to bejdo a
specified distribution.

Clock interrupt

An interrupt that notifies the operating system kernel that moee time interval has elapsed [Bovet and
Cesati (2001) 140].

Closed form solution

A mathematical result that can be expressed exactlymbolic form. Contrast a mathematical reshdtt tcan
be expressed only approximately in numeric form.

Code path

The computer instructions that are executed toymred given resulCode path reductiois the process of
improving performance by eliminating code path withdiminishing the functional result.

Collateral benefit
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An unintended positive side effect of an actiorbekefit yielded serendipitously by attending to stitng
else.

Collateral damage

An unintended negative side effect of an action.

Completion rate (X)

Thethroughputof a queueing system.

Compulsive tuning disorder (CTD)

A term created by Gaja Vaidyanatha and Kirti Deslugato describe an effect of using a performance
improvement method that has no terminating cortitio

Many DBAs have gotten into the habit of tuning Utitey can't tune anymore. This not only
drives them (and their customers) crazy with laterh and system downtime, but also it
doesn't tend to result in much improvement in pernmce. We are absolutely convinced that
there is a growing number of DBAs out there whdesufrom the malady of Compulsive
Tuning Disorder (CTD). [Vaidyanatha and Deshpar&fi©]) 8]

Concurrency

A measure of parallelism, usually used when desagithe number of users and batch jobs that demand
services simultaneously.

Connection

SeeOracle connection

Connection pooling

A technique whereby a large number of user sessioaie a smaller number of Oracle sessions. The
technique is designed to reduce the numbebnhectanddisconnectiatabase operations, resulting in better
performance for systems with very large user counts

Coordinated Universal Time (UTC)

The international time standatdTC is the current term for what was commonly refetieds Greenwich
Meridian Time (GMT). Zero hours UTC is midnight@reenwich, England, which lies on the zero
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longitudinal meridian. Universal time is based a@dahour clock, therefore, afternoon hours such as g:6(
UTC are expressed as 16:00 UTC ("sixteen hours, miénutes™). (Source:
http://www.ghcc.msfc.nasa.gov/utc.htjnl

Cost-based optimizer (CBO), Oracle cost-based quenptimizer

A component of the Oracle kernel that computesttezution plan for a query by selecting the cartdida
execution plan with the smallest expected cosutifgctors that influence the CBO include sessand
instance-level Oracle parameters, database tatllendax statistics, Oracle instance CPU and |/@ssitzs,
database schema definitions, stored outlines, £ and the Oracle query cost model embeddedmiitia
Oracle kernel code.

Cumulative distribution function (CDF)
The probability that a random variatfgakes on a value that is less than or equal feeified valuex,
denotedP(X < X). The CDF of response time is especially valuabkervice level agreement construction

because it permits the formulationpéndr in statements of the form, "Response time of asgonf will
equalr seconds or less in at leggpercent of executions &f

Database buffer cache hit ratio

The ratio [ - P)/L, whereL is a count of Oraclegical 1/0 calls (LIO), andP is a count of Oraclphysical
I/0 calls (P10). Seeatio fallacy.

Database call

A subroutine in the Oracle kernel.

Data definition language (DDL) statement

A SQL statement that creates, alters, maintaindraps a schema object, or that manipulates useleges.

Data manipulation language (DML) statement

A SQL statement that queries, inserts, updatesteatelor locks data.

Dynamic performance view

Seefixed view
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Erlang, Agner Krarup (1878-1929)

A Danish mathematician who was the first persostidly the problem of telephone networks. Erlang is
known as the father of queueing theory.

Event-based measurement

A measurement technique by which a process meaaypeenomenon by recording a timestamp each time a
system's state changes. Contpasling.

Expected value E[X])

The mean (i.e., average) of a random variable.

Exponential distribution

A distribution with a probability density functiaf the form:
flx)=—e™", O=x<m,

wheref is the mean of the distribution. The exponentisiribution is important to queueing theorists hess
interarrival times and service times in natureaiten exponentially distributed. (It is equivaléntsay that
arrival processes and service processes are afisadp distributed.)

First-come, first-served (FCFS)

A gueue discipline that provides the next uniterfvice to the earliest request in the queue, régssaf its
class of service. Also callditst-in, first-out(FIFO).

Fixed view

An Oracle pseudo-table whose name begins withfaxpgilee v$ or Gvs, which provides SQL access to
instance information stored in shared memory. ABteddynamic performance view

Forward attribution

The method by which the duration oaIT #n trace file line is attributed to the first databasll for cursor
#n thatfollowsthewaAiT line in the trace file. Attributing Oracle waitewt durations this way helps you
accurately identify which application source coslegsponsible for motivating the "wait" time.
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Frequency (clock frequency)

The number of ticks generated by a discrete cloekgiven unit of time. Clock frequency is the peocal of
clock resolution.

Glossary

A textbook appendix in which an author works laygetyond the scrutiny of his editor to define teims
whatever manner he believes might marginally imprmader satisfaction.

Idle event

An Oracle wait event that occurs between databalé® @he word "idle" denotes that during the exieruof
such an event, the Oracle kernel has completetbdate call and is awaiting the next databaseegliest.
Many analysts teach that you should ignore the apapee of idle events in your diagnostic data. Hmsen
properly time-scoped and action-scoped diagnostia,ddle events have as much diagnostic valuaws a
other event.

Instrumentation

Lines of code that are inserted into a programiscgcode in order to measure that program's padoce.

Interarrival time ( 1)

The duration between adjacent arrivals into a gimgugystem. Interarrival time is the reciprocabofival
rate.

Interrupt
A signal transmitted from hardware to the operasipstem kernel. From [Bach (1986) 16, 22]:

The Unix system allows devices such as I/O perglser the system clock toterruptthe

CPU asynchronously. On receipt of the interrup, [(BS] kernel saves its currezsgntext(a

frozen image of what the process was doing), détesrthe cause of the interrupt, and services
the interrupt. After the kernel services the intptr it restores its interrupted context and
proceeds as if nothing had happened.... On UniteBYs interrupts are serviced by special
functions in the operating system kernel, whichcaiéed in the context of the currently

running process.

Interval bisection
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A numerical method for approximating the solutioratmathematical equation. When it is not possible
compute a symbolic result, you must resort to nizakmethods of solution, of which interval bisectiis
one. The method is demonstrated in the followingup®code:

function solve(function f, real s, real delta, real a, real b) {
# We wish to find the value of x where f(x) = =s.
# Return value is an interval containing x, with interval size < delta.

S«<Sy)

# Solution is known to exist in interval [a,b] (i.e., a = x =
# Function f must be continuous and monotonic for all x in [a,b].
# Method terminates when x is within delta of true solution.
f=f-s; #f==swhenf-s==0
if (not (f(a) < f(b))) f = -f; # ensure that f is ascending
while (not (b - a < delta))
if (f((a+b)/2) < 0) a = (at+b)/2; # solution is right of (a+b)/2
else b = (a+b)/2; # solution is at or left of (a+b)/2
return [a,b];

Interval timer

A digital time-keeping device that ticks in reguiatrervals.

Knee (p*)

The utilization value at which the response timadiid by utilization R/p) achieves its minimum value. The
knee is often considered the optimal utilizationda@ueueing system because it simultaneously rmaesn
user response time while maximizing the amounisfesn capacity being consumed.

Latch

A data structure used to ensure that two processe®t execute a specified segment of Oracle keous at
the same time. Oracle kernel developers adhersitagle latch acquisition protocol that prevents tbde
they write from corrupting objects stored in shamesmory. Oracle's latching protocol looks rouglitg Ithis
[Millsap (2001¢)]:

while the latch for a desired operation is unavailable {
wait

obtain the latch
perform the required operation
release the latch

Latency

A synonym forresponse time

Logical 1/0 (LIO), Oracle logical 1/0O, Oracle logical read

An operation in which the Oracle kernel obtains prmtesses the content of an Oracle block fronOifzele
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database buffer cache. The code path for an Ot#0léncludes instructions to determine whetherdiesired
block exists in the buffer cache, to update intediada structures such as a buffer cache hash aehdian
LRU chain, to pin the block, and to decompose dtet the content of the retrieved block. Oracl©LlI
operations occur in two modensistenindcurrent In consistent mode, a block may be copiect{oned
and the clone modified to represent the blockgivan point in history. In current mode, a bloclsisiply
obtained from the cache "as-is."

M/M/ m (or M/M/ ¢) queueing model

A set of mathematical formulas that can predictgbdormance of queueing systems that meet five ver
specific criteria:

e The request interarrival time is an exponentialtributed random variable.
e The service time is an exponentially distributeald@m variable.

e There aram parallel service channels, all of which have igitfunctional and performance
characteristics, and all of which are identicaliyable of providing service to any arriving service
request.

e There is no restriction on queue length. No reqthedtenters the queue exits the queue until that
request receives service.

e The queue discipline is first come, first serve@iS). The system honors requests for service in the
order in which they are received.

Mathematica

An application software package that performs &ast accurate symbolic, numerical, and graphical
mathematical computations.

Maximum effective throughput (A ..

The maximum throughput that can be attained ineuging system without causing the average respons
to exceed a specified user tolerance.

Measurement intrusion effect

A type of systematic error that occurs becausexieeution duration of a measured subroutine i€ fit
from the execution duration of the subroutine wheés not being measured.

Method

A deterministic sequence of steps. The quality wfedhod can be judged by its impact, efficiency,
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measurability, predictive capacity, reliability,tdeminism, finiteness, and practicality.

Methodology

The theoretical analysis of methods. "In recentgdaowever, the word "methodology” has used as a
pretentious substitute for "method" in scientificdaechnical contexts.... The misuse of "methodglog
obscures an important conceptual distinction betvike tools of scientific investigation (properiypéthods"”
and the principles that determine how such toa@sdaployed and interpreted—a distinction that thensitic
and scholarly communities, if not the wider pubsibpuld be expected to maintain.” (Sourseterican
Heritage Dictionary of the English Langugge

Microstate accounting

A name used by Sun Microsystems to describe thtarkeéhrough which an operating system measures CPU
capacity consumption with event-based instrumentdtistead of polling. The result is much reduced
quantization error

Net payoff

The present value (PV) of a project's benefits mithie present value of the project's costs.

Optimize

To maximize the economic value of some target. Garetpine

Oracle connection
From theOracle Database Concepts Guide

A connectionis a communication pathway between a user praredsn Oracle instance. A
communication pathway is established using availatierprocess communication
mechanisms (on a computer that runs both the ueeegs and Oracle) or network software
(when different computers run the database applicand Oracle, and communicate through a
network).

Oracle session
From theOracle Database Concepts Guide
A sessioris a specific connection of a user to an Oradéaimce through a user process.

Oracle does make a distinction betweamanection(a communication pathway) and a session. You ean b
connected to Oracle and not have any sessiondiéather hand, you can be connected and have many
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simultaneous sessions on that single connection.

Over-constrained

An attribute of a requirement that specifies catifig constraints. For example, the following reqmient is
over-constrained: "The value wimust be smaller than 0.001.... The valug ofust be greater than 0.009."
More commonly, such conflicting constraints areasaied within more complicated requirements, witeee
conflicts cannot be observed without significamtigre analysis and, usually, expense.

Overflow error

An error that occurs when the result of an addiiomultiplication operation exceeds the capacitthe
result's storage mechanism. For exampla)-bit unsigned integer variabjeean represent values between 0
and 21, Incrementing whenj = 21 would result in assignment p£ 0.

Paging

The process of writing pages from memory to diskegsponse to memory demands that exceed memory
supply.

Parallel service channel

Seeservice channel

Physical 1/0 (PIO), Oracle physical 1/0, Oracle phwical write

An operation in which the Oracle kernel obtains onenore Oracle blocks via an operating system cadd
In most cases, a PIO call is motivated by an LIQ bat not all PIO calls are managed in the Ordul&fer
cache. Note that a PIO is not necessarily trulySidal" either, because PIO calls may be fulfifemin cache
in the operating system, the disk array, or everdibk itself.

Poisson distribution

A distribution with a probability density functiaf the form:

PER

f(x)= x!

x=012 ..

wherel is the mean of the distribution. In 1909, Agnelakg showed that the arrival rate of phone calls in
telephone system has a Poisson distribution. Matyahprocesses and service processes in computer
systems also obey the Poisson distribution.
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Polling

A measurement technique by which a process meaaykeenomenon by checking the state of a system at
predefined, usually constant, time intervals. Alaledsampling

Present value (PV)

The present value (PV) of a cash flow is givent®y following formula:

PV = ('.l
I+r

whereC, is the future cash flow, ands the reward that investors demand for accepteigyed payment
[Brealey and Myers (1988), 12-13]. The PV formulaws you to compare the values of cash flows ttitt
take place at different times in the future. Foaraple, if your expected annual rate of returns0.07, then

the PV of a $10,000 project payoff expected one frean now is only $9,345.79. If you could invest
$9,345.79 today at 7% interest, then one year fiom the investment would be worth $10,000.

Probability density function (pdf)

The probability that a random variat{ewill take on a specific value denoted(x) = P(X = x). For example,
the pdf of a random variable simulating the resfithe toss of a fair coin is:

[0.5, if x is heads;
flx)=4__ . .
) |0.5, ifxis tails.

Program

A sequence of computer instructions that carriesome business function.

Quantization error

The difference between an event's actual duratidritze duration of that event as measured on aetisc
clock.

Queue discipline

The rules that define how service will be allocaa@tbng competing demanders. Examples of queue
disciplines ardirst-come, first serve(FCFS); highest priority first; and sharpest ellsdikst.
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Queueing delay (V)

The time consumed in a queueing system by an agréquest that is waiting to receive service faom
resource that is busy serving another request. €ngulelay is1otthe same thing as tlke figures that the
Oracle kernel emits in itwAIT trace data lines.

Queueing theory

A branch of mathematics that allows for the predicbf various attributes of performance, suchesponse
time and queueing delay.

Random variable

A function whose value is a random number. A randaniable is characterized by its mean, its distitn,
and possibly other parameters such as standardtibevi

Ratio fallacy, ratio games

A deficiency inherent imnyratio that permits the performance of a systemdaieasured to become worse
while the apparent goodness of the ratio value a@vgs. Ratio fallacies exist because any ratiosevean be
manipulated by modifyingitherits numerator or its denominator. Improving ag'atvalue by degrading the
value of the system being measured is cajuingthe system.

For example, a consultant whose bonus is propattimnhis billable utilization can game his compsgitn
plan by negotiating a reduction in his billable aeipy. A sales representative can game his salesatip by
making fewer sales calls on prospects that ardiledg to buy. A database administrator can gahee t

database buffer cache hit ratio by increasing thmaber of LIO calls to memory-resident blocRayratio car
be gamed.

Recursive SQL

Any SQL statement that appears in Oracle SQL tdata as having a cursor withig value that is greater
than zero.

Reliable

The capacity of a method to produce the same defre@rectnessvery timet is executed. For example, a
method that produces an incorrect answer everyitimexecuted is reliable. A method that produees
correct answer every time it is executed is alialyke. A method is unreliable if it sometimes puods a
correct answer and sometimes produces an incanseter.

Resolution (clock resolution)
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The elapsed duration between adjacent ticks o$@etie clock. Clock resolution is the reciprocatiofck
frequency.

Resource profile

A table revealing a useful decomposition of respdirae. Typically, a resource profile reveals astethe
attributes of (1) response time component, (2) thigation consumed by actions in that categord, @) the
number of calls to actions in that category. A tese profile is often presented in descending oodletapse
time consumption.

Response timeR), latency

The time that a system or functional unit takeseict to a given input. In a queueing system, mrespdime
equals service time plus queueing delay.

Risk

Uncertainty about future benefits or costs. We tjfiathat uncertainty using probability distributie [Bodie,
et al. (1989) 112].

Round robin (RR)

A queue discipline in which processes are selemtedafter another so that all members of the set ha
opportunity to execute before any member has anseapportunity [Comer (1984) 56].

Rule-based optimizer (RBO), Oracle rule-based quergptimizer

A component of the Oracle kernel that computesttezution plan for a query using a static preceeléist
of row source operations. Input factors that infice the RBO include only the database schema
configuration, the SQL text, and the operator pdeocee list embedded within the Oracle kernel sococke.

Sampling

Seepolling.

Scalability

The rate of change of response time with respesbitioe specified parameter. For example, one maksge
the scalability of a query with respect to the nemaf rows returned, the scalability of a systerthwspect
to the number of CPUs installed, and so on.
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Scheduler

An operating system subroutine that is respongdslallocating CPU cycles among competing operating
system processes.

Sequence diagram

A graphical depiction of response time in whichegugence of parallel timelines represent the regsuircthe
technology stack. Consumption of a given resowsgepresented as a region on that resource's tieel
Supply and demand relationships among resourcegpresented by directed lines connecting the timas!

Service channel, parallel service channeiy c, or s)

A resource in a queueing system that provides &etei requests arriving into the system. The nurober
parallel service channels in a queueing systerenstdd with the variable in this text (as in M/Mh). It is
calledc or sin some queueing theory texts (as in MéM/

Service level agreement (SLA)

An agreement between an information supplier andhf@nmation demander that defines expected apipic
performance and availability levels.

Service rate (1)

The number of arrivals that can be processed liiygheschannel in a queueing system within a spedtifinit
of time. Service rate is the reciprocal of sentioge.

Service time §)

The amount of resource capacity consumed by avirggriequest in a queueing system. Service tintieeis
reciprocal of service rate.

Session

SeeOracle session

Specification
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A formal written statement of a project's intendesult.

SQL optimization

The process of eliminating code path in operat@recuted by the Oracle kernel in response to ictitmns
written in SQL.

Stable queueing system

A queueing system whose per-server utilizatiom ithe range < p < 1. In a stable queueing system, the
long-term number of completions equals the longiteumber of arrivals.

System

To an information provider, systemis typically regarded as a collection of procesgks, and shared
memory segments that comprise an application. Tionfarmation consumer, systenis an entity that
provides service in response to user actions. Tismaich between these two perceptions often reisults
"optimizations" executed by information providehat affect the performance of important user astiither
negligibly or even negatively.

System call, sys call

A subroutine in the operating system kernel [Ste\@®92) 20].

Systematic error

The result of some experimental "mistake" thabidtices a consistent bias into its measurementter8gtic
errors tend to be constant across all measurenwrgkywly varying with time [Lilja (2000)].

Technology stack

A model that considers system components suchedsaftdware, the operating system, the databaselkern
the application software, the business rules, hadusiness users as layers in a stratified aothitee

Think time

Time consumed in an architectural tier that ras® lievel higher in the technology stack than the you're
analyzing.
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Thrashing

The act of consuming an excessive amount of cappst to administer a system's own overhead. For
example, an operating system's CPU scheduler tjgpmansumes less tha®s of a system's total CPU
capacity (on many systems today; 10). When the system's workload is increasemtsch that the CPU
scheduler consumes more thdfa of capacity just to allocate CPU, the CPU schexdigl said to be thrashing.

Throughput (X)

The rate of completions of a queueing system pierofitime during a specified time interval.

Traffic intensity (p)

The mean utilization per parallel service channel gueueing system.

Tune

To improve the performance of some target. Compptienize

User action

A unit of work whose output and performance havamirgg to the business, such as the entry of a dield
form, or the execution of one or more whole proggam

uTtC

SeeCoordinated Universal Time

Utilization

Resource usage divided by resource capacity fpeeified time interval.

Waste

Anything that can be eliminated with no loss of thityg useful. In the context of computer systemkiaad,
wasteis any workload that can be eliminated with nslosfunctional value to the business.
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Book: Optimizing Oracle Performance

Section: Part IV: Appendixes

Appendix A. Greek Alphabet

The following table gives the letters of the Gredidhabet and their English equivalents. Where thgligh
pronunciation of a Greek letter is not obvious, thitde gives an example. Thus, the Greek lettdraaip pronounced
as the "a" irfather, the Greek letter éta as the "e'hiey, and so forth.

Pagel of 2

Greek letter Greek name English equivalent English pronunciation
A a alpha a "father"
B B beta b
r y gamma g
A o delta d
E 3 epsilon e "end"
Z 4 zéta z
H n éta é "hey"
C] 8 théta th "thick"
| 1 iota [ "jt"
K K kappa k
A A lambda I
M ] mu m
N \Y nu n
= g Xi ks "box"
O o} omikron o] "off"
M T pi p
P p rho r
> o, S sigma s "say"
T T tau t
Y v upsilon u "put”
® [0) phi f
X X chi ch "Bach"
y 0] psi ps
Q w omega 0 "grow"

Sourcehttp://www.ibiblio.org/koine/greek/lessons/alphabén|
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Book: Optimizing Oracle Performance
Section: Part IV: Appendixes

Appendix B. Optimizing Your Database Buffer Cache Hit
Ratio

Shortly after | joined Oracle Corporation in 1988yeral of my technical mentors taught me thatgbstut the only
thing you could tell from looking at a databaselffdr cache hit ratio is that when it's really higts usually a sign «
trouble [Millsap (2001b)]. In the several yearstthave passed since my first exposure to that teske battle has
raged between advocates of using the buffer caithatio as a primary indicator of performance dfyand those
who believe that hit ratio metrics is too unrel@bbr such use. It's not been much of a battleiadigt The evidence
that hit ratios are unreliable is overwhelming, airdilar ratio fallacies occurring in other induss are well
documented (see, for example, [Jain (1991)] anddi@d (1992)]).

One of the most compelling (and funniest) prooét tiit ratios are unreliable is a PL/SQL procedaied
choose_a_hit_ratio written by Connor McDonald. Connor's procedurs lgtu increase your database buffer cache hit
ratio to any value that you like between its curneriue and 99.999 999 9%. How does it work? Byiragltvasteful
workload to your system. That's right. You speeityat you want your database buffer cache hit tatioe, and
choose_a_hit_ratio adds just enough wasteful workload to raise yaiuratio to that value. What you get in return is
proof positive that having a high database buféahe hit ratio is no indication that you have dicieint system. In

his original text ahttp://www.oracledba.co.ylConnor thanks Jonathan Lewis for some of theéegyathat he used.

And | thank Connor for his letting me use his warkhis book.

You can find Connor's original PL/SQL laitp://www.oracledba.co.ulExample B-lexpresses the same idea in Perl,
which enables me to do a little bit more, like ppiimg and printing timing statistics on the LIO geation. You can
download the code as part of the examples fortihik, from the O'Reilly catalog page:
http://www.oreilly.com/catalog/optoraclep/

Example B-1. A Perl program that will enable you toincrease your database buffer cache hit ratio toictually
any value you want

#!/usr/bin/perl

# $Header: /nome/cvs/cvm-book1/set_hit_ratio/set-bchr.pl,v 1.3 2003/05/08 06:37:50 cvm Exp
$

# Cary Millsap (cary.millsap@hotsos.com)

# based upon the innovative work of Connor McDonald and Jonathan Lewis

# Copyright (c) 2003 by Hotsos Enterprises, Ltd. All rights reserved.

use strict;

use warnings;

use Getopt::Long;

use Time::HiRes qw(gettimeofday);
use DBI;

# fetch command-line options
my %opt = (
service ~ =>"",
username  =>"/",
password =>""
debug =>0,

)

GetOptions(
"service=s" => \$opt{service},
"username=s" => \$opt{username},
"password=s" => \$opt{password},
"debug"  =>\$opt{debug},

)i

sub fnum($;$$) {
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# return string representation of numeric value in
# %.${precision}f format with specified separators
my ($text, $precision, $separator) = @_;
$precision =0 unless defined $precision;
$separator = "," unless defined $separator;

$text = reverse sprintf "%.${precision}f", $text;
$text =~ s/(\d\d\d)(?=\d)(?\d*\.)/$1$separator/g;
return scalar reverse $text;

}

sub stats($) {
# fetch LIO and PIO stats from the given db handle
my ($dbh) = @_;
my $sth = $dbh->prepare(<<'END OF SQL', {ora_check_sqgl => 0});
select name, value from v$sysstat
where name in (‘physical reads', 'db block gets', ‘consistent gets')
END OF SQL
$sth->execute( );
my $r = $sth->fetchall_hashref("NAME");
my $pio = $r->{'physical reads' }->{VALUE};
my $lio = $r->{'consistent gets'}->{VALUE} + $r->{'db block gets'}->{VALUE},
if ($opt{debug}) {
print "key="$_", val=$r->{$_}->{VALUE}n" for (keys %%$r);
print "pio=$pio, lio=$lio\n";

}
return ($lio, $pio);
}

sub status($$$) {
# print a status paragraph
my ($description, $lio, $pio) = @_;
print "$description\n";
printf "%15s LIO calls\n", fnum($lio);
printf "%15s PIO calls\n", fnum($pio);
printf "%15.9f buffer cache hit ratio\n", ($lio - $pio) / $lio;
print "\n";

}

# fetch target hit ratio from command line

my $usage = "Usage: $0 [options] target\n\t";

my $target = shift or die $usage;

my $max_target = 0.999 999 999;

unless ($target =~ N\d*\.\d+/ and 0 <= $target and $target <= $max_target) {
die "target must be a number between 0 and $max_target\n";

}

# connect to Oracle
my %attr = (RaiseError => 0, PrintError => 0, AutoCommit => 0);
my $dbh = DBI->connect(
"dbi:Oracle:$opt{service}", $opt{username}, $opt{password}, \Yoattr
)i
END {
# executed upon program exit
$dbh->disconnect if defined $dbh;
}

# compute and display the baseline statistics
my ($lio0, $pio0) = stats $dbh;
status("Current state", $lio0, $pio0);

# compute and display the amount of waste required to
# "improve" the cache hit ratio by the requested amount
my $waste;
if ($target < ($lio0 - $pio0)/$lio0) {
die "Your database buffer cache hit ratio already exceeds $target.\n";
} elsif ($target > $max_target) {
die "Setting your hit ratio to $target will take too long.\n";
}else {
# following formula is courtesy of Connor McDonald
$waste = sprintf "%.0f", $pio0/(1 - $target) - $lio0;

}
my ($liol, $piol) = ($lio0 + $waste, $pio0);
status("Increasing LIO count by ".fnum($waste)." will yield", $liol, $piol);

# inquire whether to actually change the ratio
print <<"EOF";
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WARNING

Responding affirmatively to the following prompt will create the
following effects:
1) It will degrade the performance of your database while it runs.
2) It might run a very long time.
3) It will "improve" your system's buffer cache hit ratio.
4) 1t will prove that a high database buffer cache hit ratio is

an unreliable indicator of Oracle system performance.

EOF

print gq(Enter 'y' to “improve" your hit ratio to $target: );
my $response = <>;

exit unless $response =~ /[Yy]/;

print "\n";

# create a table called DUMMY

my $sth;

$sth = $dbh->prepare(<<'END OF SQL', {ora_check_sql => 0});
drop table dummy

END OF SQL

$sth->execute if $sth; # ignore errors

$sth = $dbh->prepare(<<'END OF SQL', {ora_check_sql => 0});
create table dummy (n primary key) organization index as
select rownum n from all_objects where rownum <= 200

END OF SQL

$sth->execute;

# disable 9i connect-by features to ensure lots of LIO

# idea is courtesy of Connor McDonald

$sth = $dbh->prepare(<<'END OF SQL', {ora_check_sql => 0});
alter session set _old_connect_by_enabled = true;

END OF SQL

$sth->execute if $sth; # ignore errors

# perform the requisite number of LIO calls

# following query is courtesy of Jonathan Lewis

$sth = $dbh->prepare(<<'END OF SQL', {ora_check_sql => 0});

select count(*)

from (select n from dummy connect by n > prior n start with n = 1)

where rownum < ?

END OF SQL

my $e0 = gettimeofday;

$sth->execute($waste);

my $el = gettimeofday;

my $e = $el - $e0;

$sth->finish;

printf "Performed %s LIO calls in %.6f seconds (%s LIO/sec)\n\n",
fnum($waste), $e, fnum($waste/$e);

# compute and display the final statistics
my ($lio2, $pio2) = stats($dbh);
status("Final state", $lio2, $pio2);

exit;

END

=headl NAME
set-bchr - set your database buffer cache hit ratio to a higher value
=headl SYNOPSIS

set-bchr
[--service=I<h>]
[--username=I<u>]
[--password=I<p>]
[--debug=l<d>]
I<target>

=headl DESCRIPTION

B<set-bchr> computes your present buffer cache hit ratio (using the
traditionally accepted formula), computes how much wasted workload must be
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added to increase your hit ratio to I<target>, and then provides the

option to actually perform the wasted work that will raise the hit ratio

to the desired I<target> value. I<target> must be a decimal number between
0 and .999999999.

Using B<set-bchr> can increase the value of your system's database buffer

cache hit ratio, but IT WILL DEGRADE THE PERFORMANCE OF YOUR SYSTEM WHILE
IT RUNS. The intent of B<set-bchr> is to demonstrate humorously but

unequivocally that the database buffer cache hit ratio is an unreliable

indicator of system performance quality. If you intend to use this program

to trick customers or managers into believing that you are doing a better

job than you really are, then, well, good luck with that.

=head2 Options

=over 4

=item B<--service=>I<h>

The name of the Oracle service to which B<vprof> will connect. The default
value is " (the empty string), which will cause B<vprof> to connect

using, for example, the default Oracle TNS alias.

=item B<--username=>|<u>

The name of the Oracle schema to which B<vprof> will connect. The default
value is "/".

=item B<--password=>|<p>

The Oracle password that B<vprof> will use to connect. The default value
is " (the empty string).

=item B<--debug=>l<d>

When set to 1, B<vprof> dumps its internal data structures in addition to
its normal output. The default value is 0.

=back
=headl EXAMPLES

Use of B<set-bchr> will resemble something like the following, in which |
used the tool to "improve" my database buffer cache hit ratio to
approximately 0.92:

$ set-bchr --username=system --password=manager .92
Current state
37,257,059 LIO calls
3,001,414 PIO calls
0.919440394 buffer cache hit ratio

Increasing LIO count by 260,616 will yield
37,517,675 LIO calls
3,001,414 PIO calls
0.920000000 buffer cache hit ratio

WARNING

Responding affirmatively to the following prompt will create the
following effects:
1) It will degrade the performance of your database while it runs.
2) It might run a very long time.
3) It will "improve" your system's buffer cache hit ratio.
4) It will prove that a high database buffer cache hit ratio is

an unreliable indicator of Oracle system performance.

Enter 'y’ to "improve" your hit ratio to .92: y
Performed 260,616 LIO calls in 46.592340 seconds (5,594 LIO/sec)

Final state
37,259,288 LIO calls
3,001,414 PIO calls
0.919445213 buffer cache hit ratio

http://safari.oreilly.com/?x=1&mode=print&sortKey=title&sortOrderc&siew=&xmlid....

Page4 of 5

4/26/200-



O'Reilly Network Safari Bookshe- Optimizing Oracle Performan

=headl AUTHOR

Cary Millsap (cary.millsap@hotsos.com), heavily derived from original work
performed by Connor McDonald.

=headl BUGS

B<set-bchr> doesn't necessarily improve the database buffer cache hit
ratio to exactly the value of I<target>, but it gets very close.

B<set-bchr> computes the Oracle database buffer cache hit ratio using the
traditional formula R = (LIO - PIO) / LIO, where LIO is the sum of the
values of the Oracle ‘consistent gets' and 'db block gets' statistics, and
PIO is the value of the Oracle 'physical reads' statistic. The computation

of LIO in this way is itself deeply flawed. See [Lewis (2003)] for

details.

=headl COPYRIGHT

Copyright (c) 2003 by Hotsos Enterprises, Ltd. All rights reserved.
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Book: Optimizing Oracle Performance
Section: Part IV: Appendixes
Appendix C. M/M/m Queueing Theory Formulas
Table D-1 provides a convenient summary of the NMdMUeueing theory formulas describeddnapter 9
Table C-1. M/M/m queueing theory formulas
Definition Formula
Average number of arrivals A
Average number of completed requests C
Measurement period T
Average busy time B
Number of parallel service channels m
A
Average arrival rate A= T
. . 1
Average interarrival rate r= 7
. C
Average system throughput XN= ?
Average service time 3= C
. 1
Average service rate b= 5
Average total utilization U= ?
U
Average server utilization or loach(servers) | i = —
m
h.'.'_.-?'}"
Probability that arriving request will be C{m,2)= P(2 m jobs)= m! .
enqueuedHErlangC) ' Himp)  (mp)
1= P]-‘/T' i m
C(m,p)
Average queueing dela W=s—uou—
verage queueing y (- p)
Average response time E=5+W
Cumulative distribution function of responsd
time
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m(1-p)-W,(0), 1-W,(0)

PR <r)=F(r)= T—e ™ fo 1 ™
mifl=p)=1 \=er) rr.-{]—p}—]{ }
me) p
whiere W_{ﬂ]=|—L 21 P and
’ m!{]—l.r,:l:l

Y

gt oo

mlf1- ,:}}'_
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